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Abstract

In the brain, the postsynaptic response of a neuron to time-varying inputs is determined by

the interaction of presynaptic spike times with the short-term dynamics of each synapse.

For a neuron driven by stochastic synapses, synaptic depression results in a quite different

postsynaptic response to a large population input depending on how correlated in time the

spikes across individual synapses are. Here we show using both simulations and mathemat-

ical analysis that not only the rate but the phase of the postsynaptic response to a rhythmic

population input varies as a function of synaptic dynamics and synaptic configuration.

Resultant phase leads may compensate for transmission delays and be predictive of rhyth-

mic changes. This could be particularly important for sensory processing and motor rhythm

generation in the nervous system.

Author summary

The synapses that connect neurons in the brain are far from being simple relay points that

pass a signal from one neuron to another. There is now much evidence that long term

changes in the strength of such connections, which determines the amplitude of the

received signal, underpin learning and memory in the brain. However, signal amplitudes

also fluctuate on fast time scales of milliseconds to seconds due to a variety of particular

presynaptic mechanisms that regulate the release of neurotransmitter from the presynap-

tic terminal. Understanding the signal filtering properties of this short-term plasticity

(STP) is a challenge and requires theoretical models. Aspects such as rate filtering and

information transfer have been studied. Here we explore the effects of STP on the phase of

a receiving neuron’s response to oscillating input and show that short-term depression

can result in a frequency-dependent phase lead. This may be particularly important in the

processing of rhythmic visual and auditory signals and producing rhythmic motor

outputs.
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Introduction

Chemical synapses between neurons in the brain exhibit short-term plasticity (STP) such that

the postsynaptic signal produced by the arrival of an action potential at a presynaptic terminal

is not identical for each action potential, but varies stochastically and functionally with respect

to the presynaptic interspike interval [1–3]. Functional effects are predominantly either a

depression of the response to successive spikes or a facilitation of the response. While such

effects are an inevitable consequence of the complex signalling process at chemical synapses, it

is also clear that the nervous system shapes STP according to postsynaptic target cells to pro-

duce suitable signal filtering [4]. Understanding the functional consequences of STP is a chal-

lenge which requires mathematical models to help solve. To this end, important advances have

been made in elucidating the role that STP can play in cortical gain control, rate filtering and

information transmission.

STP interacts with the presynaptic spike arrival times to produce an integrated postsynaptic

response that is a dynamic function (temporal filter) of the incoming spike times. Over a his-

tory of one or a few presynaptic spikes, the excitatory postsynaptic current amplitude carries

significant information (in the Shannon sense) about the presynaptic interspike intervals

[5, 6]. This can be carried through to the spiking output of the receiving neuron [7, 8]. Synaptic

depression with stochastic vesicle recycling results in a high-pass filter for information transfer

[9]. Combinations of depressing and facilitating mechanisms with time constants ranging

from milliseconds to seconds enable information transmission over a very wide range of inter-

spike intervals [10].

On longer time scales (100 ms or more), over which the average firing rate of the inputs is

relevant to driving output spiking, it has been demonstrated that synaptic depression leads to

loss of rate information [11, 12]. This occurs because individual EPSPs decrease in amplitude

as a function of the increase in presynaptic firing rate, with the consequence that the integrated

postsynaptic response tends to a consistent amplitude over a range of input firing rates, and

the output neuron fires at a constant rate regardless of the inputs. However, it has been dem-

onstrated both with models and experimentally that this normalisation in firing rate can be

exploited for gain control of neural responses [11, 13–15]. Changes in input firing rate (on the

order of Hertz) cause transient increases or decreases in output firing rate as the processes of

depression and recovery have time constants of the order of tens of milliseconds. Conse-

quently, synaptic depression can allow a neuron to respond similarly to rhythmic changes in

firing, independently of the mean input rate [11]. Other studies have shown that the output

response amplitude is a function of input modulation frequency because of STP [9, 16, 17]. In

addition, correlations in vesicle release, which may arise when multiple release sites are driven

by the same presynaptic spike, can, up to a point, overcome synaptic saturation to improve

rate transmission through depressing synapses [18, 19]. Synaptic facilitation can enhance the

detection of firing rate changes and correlations between input streams [20]. A balance

between facilitation and depression can lead to multiple stochastic resonance peaks for detect-

ing a weak input signal imposed on random background firing at different rates through

dynamic synapses [21, 22].

Models have been used to explore the effects of STP on neural network behaviour. STP can

contribute to oscillatory activity and synchronous firing in networks [23, 24]. However, short-

term depression with stochastic vesicle dynamics can act to reduce correlations between the

output spike trains of neurons being driven by correlated inputs [25]. Cellular responses to

population bursts can vary markedly depending on the depressing or facilitating nature of the

synaptic connections [16, 26]. At a putative cognitive level, STP can strongly influence pattern

recall behaviour in associative memory attractor neural networks. Synaptic facilitation can
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provide a “memory” of the previously recalled pattern, even in the absence of spiking activity

[27]. During active recall, STP and stochastic vesicle dynamics can promote sensitivity to

dynamic input patterns and cause switching between recall states [22, 28, 29]. Facilitation can

restore memory capacity lost by the presence of synaptic depression [30].

Rhythms in the nervous system are often on time scales that match processes of depression

and facilitation, so that the output response is almost purely determined by the STP transients,

rather than instantaneous or steady state responses. Rhythmic motor behaviour is on the order

of one to a few Hertz, and so is likely to be influenced in this way by STP. In oscillating net-

works, a combination of facilitation and depression can influence both the period of oscilla-

tions and the phases of the component neurons [31, 32]. Response phase can be particularly

important in motor systems: in the vestibular-ocular reflex (VOR), eye movements need to

counteract head rotations with minimal phase offset despite time delays through multiple syn-

apses; swimming in the lamprey (and similar creatures) requires maintaining constant phase

offsets between motor units along the body, despite changes in swimming speed [33]. Sensory

stimuli can also be rhythmic, or at least transient. Modelling has been used to show that short-

term depression can contribute to phase leads seen in visual system responses to temporally

oscillating gratings [34]. Such phasic responses could contribute to the direction selectivity of

visual cortex cells [34].

In this paper we study the effect of STP on the phase of a neuron’s spiking response to

rhythmic variations in the input firing rates, as might be found in motor and sensory systems,

in particular. The aim is to clarify the specific contribution of synaptic depression to phasic

responses as seen in other modelling studies [31, 34]. We examine in detail, using both mathe-

matical analysis and numerical simulations, the relationship between input and output phases

as a function of STP, during rhythmic stimulation. We consider the following two aspects of

STP:

• We examine how STP affects the phase of the spiking output response of neurons driven by

a frequency-modulated input signal and depressing synapses. The input signal is encoded as

the firing rates of input neurons forming synapses with an output neuron (see Fig 1).

• We consider also the effect of the configuration of the synaptic pathway onto an output neu-

ron. This pathway is assumed to consist of a fixed number of release sites that are divided

between active zones, with each active zone being the presynaptic axonal target of a single

input neuron (see Fig 1). For the same number of release sites, at one extreme a configura-

tion consists of the output neuron receiving input from a large number of neurons through

independent active zones, each containing a single release site. At the other extreme, the out-

put neuron is driven by a single input neuron through a giant synapse containing a single

active zone with a very large number of release sites. Both extremes, and variations in

between, are present in the mammalian nervous system.

We conclude from these investigations that differences in synaptic configuration strongly

determines the impact of STP on the phase of output neuron response. Moreover, we show

that phase changes also depend strongly on the frequency of pre-synaptic modulation, but oth-

erwise remains largely invariant for a wide range of post-synaptic conditions.

The paper is organised as follows. In Models and Methods, we describe the mathematical

models we use to describe the input stimuli, the synaptic dynamics, and the post-synaptic neu-

ron’s membrane potential, as well as outlining the methods used to simulate the model and

measure spiking in the simulated post-synaptic neuron. Then, in Results we present and out-

line the results of our numerical experiments as various parameters in the model are altered.
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We also present supporting theoretical analysis of the underlying mathematical model. Finally,

in Discussion, we discuss the implications for neurobiological function, and comment on pos-

sible extensions to our model.

Models and methods

We model the feed-forward activation of a post-synaptic neuron due to pre-synaptic spiking

in M pre-synaptic neurons. There are four components in our model:

1. modulated pre-synaptic spiking in M independent parallel neurons;

2. the synaptic connectivity between these M pre-synaptic neurons and a single post-synaptic

neuron (see Fig 1);

3. vesicle release following arrival of spikes at each presynaptic release site;

4. changes in the post-synaptic neuron’s membrane potential due to neurotransmitter

released by the pre-synaptic neurons.

We next describe the models we use for each of these components, conceptually and

mathematically.

Input stimulus

We model the input signal to all M pre-synaptic neurons as independent inhomogeneous

(time-dependent) Poisson spike trains, each with a mean rate of 30 Hz. This mean rate is mod-

ulated sinusoidally to vary between instantaneous rates of 10 and 50 Hz, at different

Fig 1. Conceptual diagram of the overall model and examples of different synaptic configurations. As shown in Subfigure A, we assume a total of

M independent pre-synaptic neurons each make multiple synaptic contacts with a post-synaptic neuron. We refer to each pre-synaptic neuron as forming

a single active-zone, and assume each active zone has NM sites that each probabilistically release a single-vesicle when activated by a pre-synaptic

action-potential, if one is available at that site. The post-synaptic neuron is assumed to be depolarized by arrival of neurotransmitter resulting from release

of vesicles, according to standard models of AMPA receptors. Subfigure B shows a total of N = 512 vesicle release sites are equally distributed between

M active zones. Each active zone is the target of a single presynaptic axon (arrows) being driven by a unique input neuron. We refer to the case of a single

active zone (M = 1) as the “giant” synaptic pathway, and the case of 512 active zones (M = 512) as the “cortical” synaptic pathway.

https://doi.org/10.1371/journal.pcbi.1005634.g001
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modulation frequencies, f, in the interval f 2 [0.1, 5] Hz. We write the time-dependent spike-

rate as

lSðtÞ ¼ Aþ B sin ð2pftÞ; ð1Þ

where A = 30 Hz is the mean input spike frequency, and B = 20 Hz is the peak modulation of

the input spike frequency.

This stimulus protocol mimics, for example, vestibular input to vestibular nucleus neurons

during head rotations in the vestibulo-occular reflex (VOR), and the sinusoidal form makes

possible the determination and analysis of the phase of the response. However, the results to

be described below are relevant for any neural system in which changes in input rate occur on

timescales of tens of milliseconds to seconds.

Synaptic configuration

An axon from a presynaptic cell is assumed to make contact with the postsynaptic cell via a sin-

gle active zone (AZ) that contains a specified number of release sites, NM. A synaptic pathway

consists of a set of AZs, each driven by one of M different presynaptic cells. Different synaptic

configurations are constructed from a fixed total number of release sites, N. Throughout this

paper we assume N = 512. The release sites are assumed to be equally subdivided between a

specified number of AZs (see Fig 1) so that NM = N/M. Thus, configurations range from a sin-

gle AZ (M = 1) containing NM = 512 release sites, of the form of giant synapses such as the

calyx of Held [36], to M = 512 AZs, each containing a single release site (NM = 1), of the form

of excitatory synaptic input onto cortical pyramidal cells from a population of presynaptic cells

whose activity encodes a common stimulus [11]. We refer to these two extreme configurations

as the “giant” and “cortical” synaptic pathways, respectively.

Stochastic vesicle release and replenishment

We consider a simple standard model of vesicle availability, release and replenishment at indi-

vidual presynaptic release sites [12, 37–39]. The available pool of readily-releasable vesicles

(RRVP) is depleted by stochastic vesicle release on arrival of a presynaptic action potential. For

each release site, we assume that only a single vesicle may be released at the time of each pre-

synaptic spike.The RRVP recovers by replenishment from an infinitely large reserve pool.

Hence, we assume that a single release site may either be occupied by a single releasable vesicle,

or it may be empty. If a site in the RRVP is occupied, then the arrival of a pre-synaptic spike

will cause that vesicle to be released with a constant probability Pv. Following a vesicle release,

we assume the time before the site is refilled with a vesicle from the reserve pool is random,

with an exponential distribution, with replenishment time constant τrec, and that the refill of

each site is independent.

Postsynaptic cell

To eliminate variability due to dendritic integration, we model all sites postsynaptic to an

active zone as lying on the soma of the receiving cell. Thus the postsynaptic cell is modelled as

a single cylindrical compartment, with length and diameter of 20 μm. Each presynaptic active

zone corresponds to a postsynaptic specialisation containing a population of fast, excitatory

AMPA channels. Release of a vesicle generates an excitatory postsynaptic current (EPSC),

according to the model stated below (see Eq (8)).

In order to rule out a role for the post-synaptic action-potential generation mechanism as a

cause for our findings, we consider two alternative models for the membrane potential of the

post-synaptic neuron:

Phase changes in neuronal firing due to short term plasticity
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1. a Hodgkin-Huxley (HH) model, where active ionic currents are responsible for generating

action potentials; note that rather than the use the original equations for a squid axon [40],

we instead assume a cortically-relevant model where the membrane generates fast sodium

and delayed-rectifier potassium currents [41];

2. a leaky-integrate and fire (LIF) model, where we choose parameters to approximately

match the firing rates obtained from the HH model.

Note that the choice of parameters in our HH model means it is in the Class-II excitability

mode, which is not the case for the LIF model [42], and hence we have two quite different

dynamical systems for the post-synaptic neuron.

We now describe these two models in detail, followed by the model of EPSC generation.

The values for all parameters in the models are shown in Tables 1 and 2.

Postsynaptic membrane potential: HH model. Our conceptual model is of a neuron

with spatial extent, but since we consider a single compartment, the mathematical model is

equivalent to a point model of the current per square centimetre across the membrane. The

membrane potential, v(t), in mV depends on three time-dependent variables: m(t), n(t) and

h(t), which represent subunit activations in the voltage-gated potassium and sodium channels

(m(t) is the activated fraction and h(t) the inactivated fraction of sodium channels; n(t) is the

activated fraction of the potassium channels, which do not inactivate), as in the standard

Hodgkin-Huxley model. Hence, v(t) is the solution of the following four coupled differential

equations [41]:

Cm
dvðtÞ
dt
¼ � glðvðtÞ � ElÞ � �gKnðtÞ

2
ðvðtÞ � EKÞ � �gNamðtÞ

2hðtÞðvðtÞ � ENaÞ þ
IsynapseðtÞ

a
; ð2Þ

Table 1. Parameters for the HH and LIF neuron models, corresponding to a cylinder of diameter 20μm and length 20μm.

Parameter Notation Value Units

Membrane capacitance per square cm Cm 1 μF.cm−2

Leak conductance per square cm gl 2 × 10−4 S.cm−2

Peak potassium conductance per square cm (HH) �gK 0.030 S.cm−2

Peak sodium conductance per square cm (HH) �gNa 0.025 S.cm−2

Leak reversal potential El -66 mV

Potassium reversal potential (HH) EK -95 mV

Sodium reversal potentual (HH) ENa 50 mV

Time constant for m subunits (HH) τm 0.05 ms

Time constant for h subunits (HH) τh 0.5 ms

Time constant for n subunits (HH) τn 2 ms

Spiking threshold (LIF) vthresh -51.5 mV

Spiking threshold (LIF) vreset -80.0 mV

Refractory time (LIF) trefrac 1.8 ms

Membrane area a 1.2566 × 10−5 cm2

Synaptic reversal potential Esynapse 0 mV

Synaptic rise time τrise 0 or 0.1 ms

Synaptic decay time τd 1 ms

The parameters that are relevant only to the HH model are indicated as HH. These parameter values mostly come from [41]. The parameters that are

relevant only to the LIF model are indicated as LIF. These parameter values are chosen to give similar LIF spiking characteristics to the HH model. Where

no indication is given, the parameters are relevant to both models. The synaptic rise time has two values listed as we considered both cases. Note that the

membrane time constant is equal to Cm/gl = 5 ms.

https://doi.org/10.1371/journal.pcbi.1005634.t001
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dmðtÞ
dt
¼

mss � mðtÞ
tm

; mss ≔
1

1þ exp � ðvðtÞþ40Þ

3

� � ; ð3Þ

dhðtÞ
dt
¼

hss � hðtÞ
th

; hss ≔
1

1þ exp vðtÞþ45

3

� � ; ð4Þ

dnðtÞ
dt
¼

nss � nðtÞ
tn

; nss ≔
1

1þ exp � ðvðtÞþ40Þ

3

� � ; ð5Þ

where all parameter values are listed and defined in Table 1.

Postsynaptic membrane potential: LIF model. For the LIF model the membrane poten-

tial between action potentials is given by the solution of the following equation,

Cm
dvðtÞ
dt
¼ � glðvðtÞ � ElÞ þ

IsynapseðtÞ
a

: ð6Þ

Consistent with standard LIF models [43, 44], at the times at which v(t) goes above a threshold,

vthresh, the membrane potential is held constant at a reset value, vreset for a refractory time of

trefrac.

Net postsynaptic current. In Eqs (2) and (6), the term Isynapse(t) represents the total net

synaptic current into the cell induced from vesicle release from presynaptic neurons in the

model and is given by

IsynapseðtÞ ¼ �g synapsegðtÞðvðtÞ � EsynapseÞ; ð7Þ

where the reversal potential is listed in Table 1.

To calculate the time-course of the synaptic conductance, we use the difference-of-expo-

nentials model with independent rise and decay time constants [45] to calculate the dimen-

sionless quantity, g(t). Dimensions of conductance are assigned by multiplying g(t) by �g synapse.

We write this model as two coupled differential equations:

dgðtÞ
dt
¼ �

gðtÞ
td
þ xðtÞ; trise

dxðtÞ
dt
¼ � xðtÞ þ rðtÞ; ð8Þ

where τd is the decay time constant, τrise is the rise time constant, x(t) is the intermediate vari-

able introduced to allow calculation of the second-order response of g(t) and r(t) is the stochas-

tic process representing the total number of vesicles released by the presynaptic neuron at each

point in time in a particular simulation, from its NM release sites. Hence, r(t) 2 {0, 1, . . ., NM}.

We considered two cases of the rise time: first, the more realistic case where the rise time

was 0.1 ms (accounting for neurotransmitter diffusion, binding to postsynaptic receptors and

receptor opening); second the case corresponding to the ‘delta synapse’ model, where τrise = 0

(a commonly used approximation to the finite rise time case). The latter case obviously

Table 2. Values of peak synaptic current for each value of M considered.

M 1 2 4 8 16 32 64 128 256 512

wM 0.12 0.17 0.23 0.29 0.32 0.35 0.38 0.4 0.41 0.42

The value of �gsynapse is equal to wM multiplied by a scaling of ðtrise=tdÞ
ðtrise=ðtd � triseÞÞ ¼ 1:2915� 10� 9 S for τr = 0.1 ms (and 1 for τr = 0 ms).

https://doi.org/10.1371/journal.pcbi.1005634.t002
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corresponds to x(t) = r(t), with the result that only the first of the two differential equations in

Eq (8) needs to be solved.

The peak synaptic conductance, �g synapse, is determined by the quantal size, q, of a vesicle. In

our simulations, the peak conductance at a release site depends on the presynaptic configura-

tion. It was set for each simulation to meet the following criteria:

• M = 1 (“giant” case): depression at the maximum pre-synaptic firing rate of 50 Hz must be

sufficient to move the mean population EPSP well below firing threshold, while depression

at the minimum pre-synaptic firing rate of 10 Hz should leave the mean population EPSP

near or above firing threshold;

• M = 512 (“cortical” case): temporal summation of multiple EPSPs is needed to reach firing

threshold, while the mean postsynaptic rate at 10 and 50 Hz should be below saturation, so

that there is a clear difference in postsynaptic firing rate between these frequencies.

• All M: similar relatively low mean post-synaptic firing rates, between about 5 and 25 spikes

per second.

The chosen values are listed in Table 2.

Overall experiments

Simulation runs with particular synaptic configurations and modulation frequencies between

0.1 and 5 Hz were repeated with the same input set of M pre-synaptic spike trains, but with

different random seeds, resulting in different vesicle release patterns for each repeat, and in

turn spike trains in the output neuron. Runs were also repeated up to 100 times with

completely different sets of input spike trains to the same synaptic configuration. Simulation

durations continued for up to 23 cycles of input modulation, and consequently the total simu-

lation duration was inversely proportional to the modulation frequency. Data from the first

three cycles were discarded for the purposes of calculating post-synaptic phase shifts, since at

the start of the simulation all vesicle sites are assumed to be filled.

Table 3 summarises the parameter values we used that are common to all numerical experi-

ments described in Results, other than those already listed in Tables 1 and 2.

Sinusoidally modulated input spike trains

Input spike trains are generated as independent, inhomogeneous Poisson processes. Spike

times in individual trains are produced by the thinning method for generating inhomogeneous

Poisson series [46], modified slightly so that each generated spike is followed by a refractory

time of 2 ms during which no spikes can occur. Thus spike trains to different active zones have

the same time-varying mean frequency but individual spikes are uncorrelated in time. In con-

sequence, the “cortical” configuration is a completely uncorrelated pathway in which each of

the 512 release sites is driven by an independent presynaptic spike train. In contrast, the

Table 3. Summary of parameter values used for data shown in Results.

Parameter Notation Value Units

Total number of release sites N 512 N/A

Mean pre-synaptic spike rate A 30 Hz

Peak pre-synaptic modulation B 20 Hz

Vesicle replenishment time constant τrec 0.5 s

Vesicle release probability pv 0.25 N/A

https://doi.org/10.1371/journal.pcbi.1005634.t003
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“giant” configuration is a completely correlated pathway in which all 512 releasable sites may

release independently, but are driven by spikes from a single presynaptic cell.

Stochastic simulation of discrete vesicle release

The conceptual model of vesicle release site occupancy described above is implemented in the

standard way [39], as a discrete-time, stochastic, finite-state automaton. At a particular time

point t, a release site may be occupied by a releasable vesicle, or may be empty. An occupied

site may release its vesicle with probability Pv on arrival of a presynaptic spike. One method for

implementing this model is to simulate an empty site being refilled during the small time inter-

val Δt between time points t and t + Δt, with probability Δt/τrec. However, we used a more effi-

cient algorithm [39] for generating the stochastic process r(t), i.e. the total number of vesicles

released at time t:
Input:Set of pre-synapticspiketimes
Set: NextAvailabilityTime= 0 for all releasesites
Set: r(t) = 0
For each activezone,j = 1:M
For each pre-synapticspike this activezone,occurringat time t_i
For each releasesite this activezone,k = 1:N
if t_i > = NextAvailabilityTime(j, k)
//vesicleis available
if Pr given_a(t_i) > unifrand()
//Releasethe vesicle
Set: NextAvailabilityTime(j, k) = t_i + exprnd()
Set: r(t) = r(t) + 1

end
end

end
end

end

The function exprnd(�) generates exponentially distributed random numbers with a mean

value of τrec, and the function unifrand(�) generates uniformly distributed random numbers.

Simulating the post-synaptic neuron’s membrane potential

We solved Eqs (2)–(6), with initial conditions v(0) = −66 mV, m(0) = 0, h(0) = 0 and n(0) = 0,

using the Euler method. The time step we used, ts, was determined by the frequency of sinusoi-

dal modulation. For f� 1 Hz, we used ts = 0.05 ms; for f� 1 Hz we used a shorter time step of

ts = 0.05/f ms. Hence, with the maximum f of 5 Hz, the smallest time step size was 0.01 ms.

Detecting and binning output spikes

In order to estimate the time-dependent spike-rates for the case of simulated HH model

output neurons, we define the times of an output spike as the time instants, tspike, at which

v(tspike − dt) < 10 mV and v(tspike)> 10 mV. Although we use random synaptic input and the

membrane potential fluctuates, we found that defining the spike threshold as 10 mV was suffi-

ciently long into the upstroke of an action potential that we never observed a rapid reduction

below 10 mV following its crossing, except in the actual downstroke. For the LIF model, the

spike times are all time steps at which v(t)> vthresh.

Postsynaptic cell spike times were collected and collated from all repeats of all runs with a

particular synaptic configuration. Spike time histograms were produced by binning in 5 ms

time bins for the entire duration of each simulation other than the first three cycles of the mod-

ulation frequency.

Phase changes in neuronal firing due to short term plasticity
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Quantifying phase shifts

To quantify the phase shift in the output spike train relative to the frequency of modulation of

the input spike train, we first formed peristimulus time histograms (PSTH) for all simulations,

by binning post-synaptic spikes into time intervals of duration tb = 5 ms. We denote the total

number of postsynaptic spikes in each of K bins as rk, where k 2 {1, . . ., K} is the index of the

k–th bin. For each value of f, the total phase since the beginning of a simulation for each such

bin for an entire simulation was quantized, and we formed a polar coordinates representation

for each bin given by

zk ¼ rk exp ði2pftbkÞ:

This representation was then averaged over all bins (the input modulation is always present

for an integer-number of cycles), and we use the resulting average phase value, ��. In other

words, we obtained �� that arises from

�r exp ði��Þ ¼
1

K

XK

k¼1

rk exp i2pftbkð Þ:

Note that this formula is equivalent to the “order parameter” in synchronized oscillation mod-

els, such as the Kuramoto model [47]. In that context, �r is the phase coherence but we are not

concerned with this entity here.

Note that since our simulations commence with no modulation, and then modulation pro-

ceeds starting from a phase of π/2 radians so that modulation is not discontinuous, the phase

lead of the post-synaptic neuron is given by

�l ¼ p=2 � �� radians: ð9Þ

Results

Synaptic depression and synaptic configuration interact to cause phase

shifts

Firstly we illustrate the interaction between synaptic depression and synaptic configuration on

the phase of postsynaptic spiking relative to a sinusoidally-modulated input driving frequency.

As an example, we simulated the HH model using modulation frequency f = 1 Hz and show

resulting spike rasters for 10 independent input spike trains in Fig 2. Time-dependent histo-

grams formed from many more repeats are also shown in Fig 2. We observe from these plots

that the peak spiking response via the giant synapse configuration (M = 1) is largely out of

phase with the input modulation, whereas for synaptic configurations with more, but smaller

active zones, the response is closer to being in phase, but still leads the input. These phase shifts

are quantified and more clearly illustrated in Figs 3 and 4. To verify the significance of our

claim that phase depends on synaptic configuration, we applied the pair-wise t-test to the

phases of binned simulation data for M = 1 compared with the phases for M = 2, 4, 8, . . ., 512

(as plotted in Fig 3(B) for M = 1, 4, 32 and 512). We found that for all M greater than 4, the

null hypothesis that the phase distributions had equal means can be rejected at the 5% level.

For M = 4, the p-value was 0.0019 and for M = 8, the p-value was 2.6 × 10−5. The p-value

decreased rapidly for larger M.

These phase changes can be explained as follows. As we show below mathematically (see

also Fig 5) the release probability (which is the product of vesicle availability and individual

vesicle release probability) at an individual release site is strongly out of phase with the input

Phase changes in neuronal firing due to short term plasticity
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signal frequency modulation, so that it increases as the signal frequency decreases, and vice

versa. It is well known for a depressing synapse that the probability of release is approximately

inversely proportional to the driving frequency at high frequencies [12]. Consequently, in the

“cortical” configuration of M = 512 independent AZs, the mean synaptic current is propor-

tional to the driving frequency multiplied by the release probability, and so is only weakly

dependent on frequency at high frequencies. For the frequencies used here (10 to 50 Hz), a

small dependency does remain so that the synaptic current follows the modulated driving fre-

quency. However, as the input frequency gradually increases from low to high (at the modula-

tion frequency), depression also increases gradually but faster than the input firing rate,

leading to the summed synaptic current peaking before the peak of the driving frequency.

In the case of the “giant synapse” (M = 1) configuration there is no temporal summation of

EPSPs across release sites and the mean synaptic current no longer determines output spiking.

Instead, the population of sites releases synchronously on arrival of each presynaptic action

potential. The amplitude of the consequent EPSC is thus directly proportional to the release

probability, which, in turn, is an inverse function of the input frequency. In the spiking regime

for this configuration, as the input frequency increases, EPSCs depress to the point at which a

population EPSC no longer drives the output to spiking threshold. On the other hand, as the

Fig 2. Raster plots and time-dependent histograms of simulated postsynaptic spiking of the model, in

response to f = 1 Hz modulated pre-synaptic population inputs for different synaptic configurations

with depressing synapses. The first panel shows the pre-synaptic spike-rate modulation, λS(t). The second

panel shows the spike times of 10 independently generated pre-synaptic spike trains with time-dependent

inhomogenous Poisson rate λS(t). The third, fifth and seventh panels show 10 post-synaptic spike responses

for three distinct synaptic configurations (M = 1, M = 4 and M = 32), in response to 10 sets of independent pre-

synaptic spike-trains. The fourth, sixth and eighth panels show histograms of the number of post-synaptic

spikes as a function of time, in 5 ms bins, from 100 independent input spike-trains, and 100 independent trials

for the vesicle releases for each input spike-train.

https://doi.org/10.1371/journal.pcbi.1005634.g002
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input frequency decreases, output spiking becomes more reliable as the population EPSC

amplitude increases. The spike histogram obtained over a population of cells does not exhibit a

perfectly out-of-phase response (see Figs 2 and 3), compared to the input signal. Though the

population EPSC is largest at the lowest input frequency, the rate of output firing is highest as

the input frequency increases but the population EPSC is still large enough to cause postsynap-

tic spikes. Strictly speaking, the population response shown in Figs 2 and 3 for M = 1 exhibits

Fig 3. The phase of output spiking depends on synaptic configuration. The traces in Subfigure A were

produced by forming histograms of postsynaptic spiking in response to 1 Hz-modulated population inputs for

different synaptic configurations with depressing synapses. Spike times from each cycle of the input

modulation in all cells in all runs with a particular synaptic configuration were binned in 1.8˚ phase bins. The

histograms were then smoothed using a 20 sample moving average, and normalised. The dotted line shows

the phase of the input modulation; since the modulation is defined as a sine wave rather than a cosine wave,

the phase of its peak is at 90˚, whereas the output spiking peaks at an earlier phase, and therefore has a

phase lead. The dashed line makes it clear that the largest output phase lead (the blue trace crosses the

dashed line at approximately 90˚ to the left of where the input modulation crosses the dashed line) is for M = 1

and the smallest (approximately 40˚) for M = 512. Subfigure B shows scatter plots of each pair of phase and

normalised spike count used to form the data shown in subfigure A; colored lines indicate the mean phase, in

good correspondence with the crossings of the dashed line shown in A. The dotted black line shows that the

phase of the input modulation is 90˚, as in subfigure A.

https://doi.org/10.1371/journal.pcbi.1005634.g003
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a very large phase lag, since the output cells do not respond at all to the initial peak in input fre-

quency, with the first large response occurring on the upward slope of the second input modu-

lation cycle. However, given that this response is signalling the start of this new cycle, for

continuous modulation it seems more appropriate to deem this a functional phase lead.

For synaptic configurations between the two extremes, the response shifts smoothly, but

quite rapidly from the spatial summation of the giant synapse to the temporal summation of

the cortical synapse. Thus the phase lead reduces quickly as the number of active zones driven

Fig 4. Phase lead of output spiking responses, relative to the periodic modulation of Poisson pre-

synaptic spiking. Data is for both the LIF and Hodgkin-Huxley models, each with a rise time of 0.1 ms. As

shown in S1 Fig, the phase change as a function of modulation frequency and the number of pre-synaptic

neurons, M, is very similar when the post-synaptic conductance change has no rise-time.

https://doi.org/10.1371/journal.pcbi.1005634.g004
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by independent spike trains increases (see Fig 3). So a configuration even with only M = 8 AZs

(see Fig 4) is largely dominated by temporal summation and acts much like the extreme corti-

cal case, though still with a larger phase lead. The lead is almost at the extreme cortical level

with M = 32 AZs (Fig 3A).

Phase-shifts depend on modulation frequency but not post-synaptic

spiking dynamics

The observations presented above were all for a modulation frequency of f = 1 Hz and the HH

model. However, we found that the frequency of modulation significantly affected the phase-

shift, but that the post-synaptic spiking dynamics did not. To illustrate these findings, Fig 4

and S1 Fig shows the phase shift as a function of both the number of active zones M, and mod-

ulation frequency, f, where f 2 [0.1, 5] Hz.

It is clear from these figures that the patterns of phase shift are not significantly different for

the HH and LIF models. In both cases, the phase shift generally decreases with increasing

modulation frequency, and with increasing number of AZs, M. Output spike rates are also

similar across models (S2 Fig).

An interesting exception to this trend that holds for both models, is the case where M is

large (the “cortical” configuration) and f is small. In this case the phase shift has a local maxi-

mum near f = 1 Hz. This feature has the attributes of a resonance phenomenon. Later in this

paper, we show using theoretical approximations, that the frequency of the resonance for large

M can be predicted by the value of the longest time constant in the model, namely the replen-

ishment time constant, τrec, and also by the vesicle release probability, Pv, which together with

τrec determines the time course of depression.

The pre-synaptic time constants mean that the output spiking response varies with modula-

tion frequency, as this interacts with the time course of depression. For the giant synapse

Fig 5. Theoretical calculations of phase shift. The lower left panel shows that for a modulation frequency of f = 1 Hz, our mathematical derivation of an

approximate steady state solution to Eq (10) correctly obtains the phase shift in the conditional vesicle availability probability, PA|S(t), relative to periodic

input spike rate modulation, λS(t). In the legend, ‘Theoretical’ corresponds to Eq (12). Parameter values are as shown in Table 3. The right-side panel is

shown to make it clear that there is a large phase shift relative to the input stimulation. The phase shift according to a numerical integration of Eq (21) is

144.54˚ for the numerical solution and 146.52˚ for the theoretical solutions. The right panel shows the theoretically calculated phase shift (Eq (13)) of

conditional vesicle availability probability, PA|S(t). The phase shift is relative to periodic input spike rate modulation, λS(t), as a function of modulation

frequency, f.

https://doi.org/10.1371/journal.pcbi.1005634.g005
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(M = 1) with very slow modulation (f = 0.1 Hz), the output response is nearly completely out

of phase with the input. With such a slow modulation, depression and recovery have time to

follow the input frequency. As the frequency increases, depression drives the EPSC amplitude

below the spiking threshold for the postsynaptic cell. Conversely, recovery from depression as

the input frequency decreases increases the EPSC amplitude and the output cell spikes in cor-

respondence with the lowest input frequencies. However, at higher modulation frequencies,

output spiking increasingly occurs on the rising input phase before depression has a chance to

progress. So the phase lead of the output decreases as the peak of output spiking is shifted

towards the peak of input spiking. These effects occur when there is minimal temporal integra-

tion of EPSCs between input stimuli. If the postsynaptic EPSC decay time is long, then the

strongly out-of-phase response for M = 1 disappears and the response is more like the cortical

configuration (S3 Fig).

For the cortical configuration (M = 512), the output response exhibits a small phase lead at

all frequencies, however the largest lead is at f = 1 Hz. At low modulation frequencies (e.g.

f = 0.1 Hz), the depression level follows the input frequency. Depression is maximal at an

instantaneous input rate of 50 Hz, but this is still insufficient to eliminate an increase in output

firing with the increase in driving frequency. Thus the output response essentially tracks the

input. At high modulation frequencies (a few Hertz), depression is little modulated by changes

in the input frequency, again resulting in the output largely tracking the input. However, at

around f = 1 Hz, depression has time to increase as the firing frequency increases, but the

increase in the input frequency is sufficiently fast that the onset response before the synapses

depress dominates the output spiking, resulting in a significant phase lead (but still small com-

pared to the giant synapse configuration).

Mathematical analysis predicts phase shifts observed in our simulations

We now show that the central results found in our simulations can be predicted mathemati-

cally from the model.

Phase shifts in vesicle availability. We introduce PA|S(t) as the conditional probability of

vesicle availability at time t, given a spike arrived at time t. Recall that the probability of release

of an available vesicle upon a pre-synaptic spike arrival is Pv and the time-constant of refill is

τrec. As studied by [48], given a pre-synaptic spike occurs at time t in a pre-synaptic neuron,

the probability of availability of a vesicle at any arbitrary release site on the pre-synaptic neu-

ron is the solution to

dPAjSðtÞ
dt

¼
1 � PAjSðtÞ

trec
� PvlSðtÞPAjSðtÞ: ð10Þ

This equation captures that the rate of change in vesicle availability is given by stepwise decre-

ments proportional to the probability of successful release, triggered upon arrival of each

action potential (rightmost term on right hand side), followed by exponential recovery (left-

most term on right hand side).

An example of a numerical solution of this equation is shown in Fig 5 (second panel, black

trace).

Eq (10) has a known integral-form solution. For the case we are interested in where λS(t)
has the sinusoidal form of Eq (1), the solution has a transient term that quickly decays and a

steady state solution we can write as

PAjSðtÞ �
1

trec
exp g cos ðotÞð Þ

Z t

0

exp ð� ðt � yÞ=kÞ exp � g cos ðoyÞð Þdy; ð11Þ
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where ω≔ 2πf, κ≔ 1/(1/τrec + Pv A) and g≔ BPv
o

. Substituting the approximation exp(±γcos

(ωθ)) = 1 ± γcos(ωθ) into the integral in Eq (11) and simplifying, results in the approximate

solution

PAjSðtÞ �
k

trec
1þ

BPvkffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ o2k2
p cosðot þ arctanð1=ðokÞÞÞ

� �

: ð12Þ

Hence, relative to λS(t), the overall phase shift of PA|S(t) is π − arctan(ωκ), i.e. the phase shift is

Y � p � arctan
treco

1þ trecPvA

� �

radians: ð13Þ

As the modulation frequency approaches 0, this phase shift approaches π, while PA|S(t)
approaches a constant value of k

trec
¼ 1

1þtrecPvA
. As shown in Fig 5(B), the phase shift decreases

from this case as modulation frequency increases, down to about 108 degrees for the maxi-

mum modulation frequency considered of 5 Hz.

As illustrated in Fig 5A, the approximation of Eq (12) may be inaccurate in terms of the

mean value relative to the numerical solution of Eq (10) but the phase of the sinusoidal term is

the same in both cases. The accuracy of this phase approximation depends on the specific

parameter values, but as shown in Fig 5, it is very accurate for f = 1 Hz and the parameter val-

ues used in this paper.

Regardless of the accuracy for all parameter values, the main conclusion from this analysis

is that the vesicle availability probability is modulated periodically, and has a frequency-

dependent phase shift relative to the input-spike rate modulation. This conclusion is consistent

with the frequency dependence of the phase shifts found in our simulations, as illustrated in

Fig 4.

Phase shifts in pre-synaptic release rate. Our simulations revealed that when the number

of presynaptic neurons M is small, the phase of the time-dependent spike-rate of the post-syn-

aptic neuron follows quite closely to the phase offset of the vesicle availability, but the spiking

phase offset has a significant dependence on the synaptic configuration. An intuitive explana-

tion for this effect is as follows.

For the calyx case, (a single pre-synaptic neuron, M = 1), up to N vesicles can be released

simultaneously in the model. Provided the post-synaptic neuron is not in its refractory period,

a sufficiently large number of vesicles released simultaneously will cause the post-synaptic neu-

ron to spike very rapidly after such an event. This is in contrast with the cortical case of large

M; in this configuration, vesicle release is not simultaneous, and the post synaptic neuron

needs to integrate synaptic input over a longer time period before it will spike.

For M = 1 we found that the post-synaptic neuron model we use is most likely to spike at

phases in which the number of available vesicles is large, because this is when the most number

of vesicles will be released simultaneously. This is likely to follow closely in time the phase at

which the input spike rate is low.

On the other hand, for large M, the post-synaptic neuron is most likely to spike at phases in

which the average release rate is highest, because this is when the independent EPSCs will be

most likely to integrate to a high enough value to cause a spike.

For the intermediate configurations, we have to take into account that multiple pre-synaptic

neurons might combine to release enough vesicles within a short time period to cause the

post-synaptic neuron to spike. To account for this general case, we first consider the time-

dependent total expected number of pre-synaptic spike-arrivals to the M pre-synaptic neurons
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during a time-period of length τp. This is

aðtÞ≔M
Z tþtp=2

t� tp=2

lSðyÞdy: ð14Þ

We assume that τp is small compared to 1/f (f is the frequency of modulation), and therefore

that we can approximate this integral as

aðtÞ ’ MtplSðtÞ: ð15Þ

However, a(t) is an average, while in any realisation of the model, an integer number of pre-

synaptic spikes arrives during time τp. Hence, to obtain an approximate expression for the ran-

dom variable describing the actual number of pre-synaptic spike arrivals, we quantize this

average, using the ceiling operator, d�e to get

bðtÞ≔ dMtplSðtÞe 2 f1; 2; 3; � � �g: ð16Þ

For the minimum value of b(t) of 1 spike to be in agreement with the underlying model in the

extreme case of M = 1, we require τpλS(t) * 1. With the parameters we use, λS(t) 2 [10, 50].

Since we are interested in phase-shift, it suffices for our approximation to be valid only

at some point during a cycle of the pre-synaptic modulation, and hence we need only ensure

τp * 1/ max(λS(t)) = 20 ms to have an expectation of at least one spike at some point in a

cycle.

Based on these insights, we find the following approximation for the post-synaptic spike

rate, c(t). We begin by noting that the time-averaged probability of any release site releasing a

vesicle is PvPA|S(t) and hence the expected number released at an active zone is NM Pv PA|S(t).
We then combine this with Eq (16) to obtain

cðtÞ ¼ NMPvPAjSðtÞbðtÞ

¼ NMPvPAjSðtÞdtpMlSðtÞe:
ð17Þ

Note that without the ceiling operator, c(t) is identical for all configurations in our model,

since NM = N/M. The ceiling operator models the fact that a presynaptic spike during each

interval of duration τp is a binary event—it either occurs or doesn’t occur; by extension, it

models the binary event that either sufficient or insufficient vesicles are released during τp to

cause a post-synaptic spike. This all-or-nothing aspect is crucial when M is small, since in this

regime the average does not characterise the system.

Put another way, we have a system which can act as both an integrator (cortical case) or a

coincidence detector (calyx case), and span the intermediate regimes between these two

extremes, depending on the synaptic configuration. Previous modelling on stochastic short

term plasticity identified that pairing different kinds of pre-synaptic and post-synaptic spiking

mechanisms can also lead to integration or coincidence detection [49], but in contrast here the

effect is due to connectivity and not dynamics.

Assuming c(t) is periodic, we can estimate its phase offset relative to λS(t) using the first-

order complex Fourier series representation of c(t). That is, we denote the phase offset as

ϕ = arg[z exp (iϕ)] and calculate

z exp ði�Þ ¼
Z T

0

cðtÞ exp i
2pt
T

� �

dt;

where i≔
ffiffiffiffiffiffiffi
� 1
p

, and T is the period of λS(t).
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Hence, we can approximate the phase shift theoretically by numerically calculating

YðM; f Þ ¼ arg
Z ð1=f Þ

0

PAjSðtÞdtpMlSðtÞe exp ði2pftÞdt
� �

ð18Þ

’ arg
Z ð1=f Þ

0

BPvkffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ o2k2
p cos ðot þ arctan ð1=ðokÞÞÞdtpMlSðtÞe exp i2pftð Þdt

� �

ð19Þ

Fig 6 shows the result of calculating Eq (18) as a function of f and M. Clearly the trends in

the phase shift from this approximation strongly resemble the trends in phase shift as M and f
vary as obtained from simulations and shown in Fig 4. In particular, the data predicts the reso-

nance in the phase lead observed using simulations of the cortical case, i.e. as seen in Fig 4.

Dependence of phase shifts on time-constant of depression and vesicle release probabil-

ity. Finally, we investigated the relationship between the phase-shifts observed and the time

constants in the model. Firstly, Fig 7A shows how our theory predicts the phase shift will vary

as the time constant of depression, τrec, and the modulation frequency, f, are varied. The data

shows that the resonance in the phase lead persists as τrec increases.

To investigate this effect further, we examined how the modulation frequency at which the

resonance occurs varies with τrec. Fig 7B indicates that the period of the resonant frequency

has an approximately linear relationship with the square root of the time constant of depres-

sion in the model, τrec.

This observation can be verified mathematically as follows. We first note that for the corti-

cal case of large M, that the ceiling operator used in Eq (21) can be removed; for this case, we

expect that the phase will be determined from the product

ĉðtÞ≔PAjSðtÞlSðtÞ: ð20Þ

Under this assumption and using the approximation of Eq (12), the phase shift in pre-synaptic

spike rate can then be calculated in a similar manner to the calculation of phase in Eq (12), by

multiplying Eq (12) by Eq (1), expanding, and simplifying the terms at frequency f. The result-

ing difference in phase between PA|S(t) and ĉðtÞ can be simply expressed as arctan(ωτa) − π.

This expression enables us to predict the frequency of the resonance for large M. We write

the phase of ĉðtÞ as

ŷ ¼ arctan ðotaÞ � arctan ðokÞ � 0:5p: ð21Þ

This expression is maximised when o ¼ 1ffiffiffiffiffiffi
treck
p . For our chosen values in Table 3, this is equiva-

lent to f’ 0.69, in excellent correspondence with our data.

Finally, we note that although κ depends on τrec, the scaling of ω with τrec remains consis-

tent with Fig 7B.

The quantity κ is equivalent to the time constant of depression following a step change in

driving frequency, and this also depends on the vesicle release probability, Pv. Carrying out a

similar investigation by varying Pv, we see that the resonant frequency of maximum phase

change is also a near inverse linear function of the square root of Pv (Fig 7(c) and 7(d)), as is to

be expected from the expression above.

Discussion

Model considerations

In this theoretical study we have demonstrated that short-term synaptic depression interacts

with rhythmic inputs oscillating with a period in the same order as the time constant of
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Fig 6. Theoretical approximation of Eq (18). Subfigure A, obtained with τp = 30 ms, shows that our

theoretical prediction of the phase shift is strongly in qualitative agreement in terms of the trend with M and f

obtained from simulations and shown in Fig 4. Subfigure B shows that the quantitative agreement is superior

for larger values of M and f; here we have adjusted τp independently for each value of f, namely τp = 10 ms for

f = 0.1 Hz, τp = 30 ms for f = 1 Hz, and τp = 60 ms for f = 5 Hz.

https://doi.org/10.1371/journal.pcbi.1005634.g006

Phase changes in neuronal firing due to short term plasticity

PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1005634 September 22, 2017 19 / 26

https://doi.org/10.1371/journal.pcbi.1005634.g006
https://doi.org/10.1371/journal.pcbi.1005634


recovery from depression, such that the phase of the output spiking response may differ signif-

icantly from the input. In particular, the output exhibits a phase lead. Further, the magnitude

of this phase lead depends on the configuration of the input synaptic pathway. To demonstrate

this we considered a synaptic pathway with a fixed number of release sites, each of which may

be occupied by and release a single vesicle, independently of all other sites. These release sites

each received a frequency-modulated Poisson spike train, but with variations in the correla-

tions between these trains at different release sites. In a “cortical” configuration, all spike trains

were independent. In this situation the postsynaptic cell is driven by the temporally integrated

Fig 7. Theoretical analysis of resonance in phase change vs system dynamics. Subfigures A and C show, for M = 512, that the mathematically

predicted resonance in the phase change observed in Fig 6A depends strongly on the longest time constant in the system, τrec and on the vesicle

release probability, Pv. Subfigures B and D show, for M = 512, that the period of the resonance has an approximately linear relationship with
ffiffiffiffiffiffiffi
trec
p

and
ffiffiffiffiffi
Pv

p
. Together, τrec and Pv determine the time course of depression, which determines phase.

https://doi.org/10.1371/journal.pcbi.1005634.g007
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EPSCs from all sites and largely follows the firing rate of the inputs. However, interaction with

the time constant of release site depression results in a small phase lead of the output firing:

the postsynaptic response begins to decrease before the input reaches its peak firing rate, due

to depression. At the other extreme of a “giant” synapse, all release sites are driven by the same

spike train, but release vesicles independently. In this case the postsynaptic response is deter-

mined by individual presynaptic spikes: there is little temporal summation between spikes as

all sites release synchronously with the arrival of a spike. So the postsynaptic response is stron-

gest when population EPSCs are largest, which occurs at the lowest input firing rate when

release sites are least depressed (i.e. most likely to contain a releasable vesicle). Thus the output

firing is strongly out of phase with the modulation in input frequency.

We considered two models for the post-synaptic neuron (the HH model and the LIF

model) and found that both models produced nearly the same results regardless of synaptic

configuration, despite the HH model exhibiting Class-II excitability and the LIF model Class-I

excitability. We also found that the presence of a 0.1 ms rise-time in the synaptic EPSC pro-

duced nearly identical results to a delta-synapse response (rise time of zero ms). These com-

parisons suggest the key parameters that determine how phase alters with configuration (i.e.,

how temporal integration declines as release becomes more synchronous) are the time con-

stants involved—the synaptic decay-time, and the post-synaptic membrane time constant.

Together, these time constants can be thought of as the “integration time”.

In the simulated synaptic pathways demonstrated here, there is a rapid transition from the

spatial-summation-dominated to the temporal-summation-dominated regime, which takes

place when the number of active zones increases from 8 to 16 (out of a possible 512; see Figs 3

and 4). Further, the temporal-summation-dominated regime (number of active zones above

around 8) exhibits a maximum phase shift at a modulation frequency that is dependent on the

depression time course (see Figs 4 and 7).

Many synaptic pathways exhibit other forms of short-term plasticity, including facilitation,

augmentation, release-independent depression and activity-dependent recovery from depres-

sion [37, 50]. Initial simulation results [35] indicate that these mechanisms can significantly

affect the phase shifts due to depression alone. Facilitation can increase the phase shift at large

synapses by increasing release even at low stimulation frequencies, but decrease it in the corti-

cal case (many small, independent active zones) by delaying the onset of depression. Facilita-

tion and depression interact to give a preferred stimulation frequency for a synapse at which

EPSCs are maximal. Modelling and analysis of a network of two neurons connected by recip-

rocally inhibitory synapses with mixed dynamics, shows that the relative combination of facili-

tation and depression can determine either the period or the relative phase of firing of the

neurons [31]. Sufficiently strong activity-dependent recovery from depression can largely

remove the phase shift by minimising depression. In this current paper we have concentrated

on pure depression, since this is the underlying cause of the phase shift and the model is simple

enough to allow the formulation of approximate theoretical expressions for the components

determining the phase shift (vesicle availability and release).

Biological significance

The impact of synaptic dynamics on the phase of a neuronal response is potentially significant

in a wide range of neural subsystems, particularly for sensory processing and generating motor

outputs, where signals may vary over similar time scales (tens of milliseconds to seconds) to

STP mechanisms. However, this has not been studied directly in experiments, perhaps because

it has not been recognised as a potential effect. It is also very difficult to experimentally alter

specific STP mechanisms in a controlled way [51] to be able to quantify the effects of STP on
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the phase of a response. Here we discuss key neural systems where the demonstrated phase

shifts could be significant.

One other theoretical study has shown the ability of short-term depression to produce

phase advances to oscillating inputs [34]. Neuronal responses in visual cortex to spatially and

temporally oscillating visual inputs are known from experiments to be highly non-linear to

changes in features such as contrast. In [34], a spiking neural model driven by a population of

synaptic inputs demonstrated that synaptic depression could be a significant component of

such non-linearities, particularly changes in phase advance of the neuronal response. Here we

have produced a more comprehensive picture of the effects of synaptic depression on phasic

responses, using a more biophysical synapse model than employed by [34] and we have quan-

tified the phase shifts relative to stimulus rhythms, STP dynamics and synaptic configuration.

Phase leads in the “cortical” configuration (see Fig 3) could be sufficient to compensate for

synaptic transmission delays. It has been observed that inhibition leads excitation in visual cor-

tical responses to light flashes [52], despite the extra neurons and synapses involved in the

inhibitory response. Such compensation for delays could be particularly important for motor

systems, such as the vestibular-ocular reflex (VOR). The VOR must maintain a very precise

eye rotation that is equal-and-opposite to a head rotation, so that we can focus on an object

despite head movement. Thus this circuit requires a gain of 1 and a response with minimal

time delay. A suitable phase lead could provide the necessary compensation for transmission

delays in components of this reflex circuitry. In fact, phase leads are seen in the responses of

vestibular hair cells to head rotations [53], negating the need for further phase shifts at subse-

quent synaptic connections. Experimental recordings from the principal synaptic connection

of this reflex, between the vestibular afferents and medial vestibular nucleus neurons, during

physiological stimulation does not reveal significant STP [54], with minimal depression due to

rapid replenishment of multiple low-probability vesicle release sites [55]. Computer simula-

tions demonstrate that rapid, activity-dependent replenishment can indeed minimise phase

shifts through such a pathway [35]. Thus it seems this synaptic connection is specifically

designed to avoid further phase shifts in the VOR, beyond those produced by the electro-

mechanics of the sensory receptors.

Phase in motor systems is particularly important for multi-motor-unit coordination during

movement. Swimming in the lamprey requires generation of a constant phase delay between

motor units along the length of the body to generate the required oscillating body pattern for

swimming at different speeds. Various mechanisms for maintaining this phase delay have

been proposed [33], but the contribution of STP so far has not been considered. Recent work

has begun to experimentally characterise STP in these lamprey motor units and examine its

effects in patterning network activity [51]. Depression determines the burst length and fre-

quency of neuronal firing in this circuit in response to a non-physiological constant drive.

Multi-unit coordination and phase delays were not studied. This work [51] highlights the diffi-

culties with experimentally isolating the effects of STP in a network setting. Neurotransmitter

release, and hence STP, is most easily adjusted by altering external calcium levels in tissue slice

experiments, but changes in calcium can also affect neuronal membrane excitability. Specifi-

cally altering vesicle recycling (a determinant of depression) or release probability (e.g. facilita-

tion) exclusively is not possible.

Giant synapses exist in nervous systems, particularly in pathways in which temporally pre-

cise and reliable responses are important. In the mammalian nervous system, the end bulb of

Held and the calyx of Held are successive such synapses in the auditory brain stem [36]. Here,

reliable and precise postsynaptic firing to inputs ranging up to several hundred Hertz is

required. Ideally, these synapses would not exhibit STP, but both depressing and facilitating

STP mechanisms are present and affect physiological responses. The postsynaptic neurons are
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capable of firing to even strongly depressed EPSPs, thus the anti-phase firing demonstrated

here for such synapses is not evident, though could be revealed through, for example, an

increase in inhibition of the postsynaptic neuron that effectively increased its firing threshold.

However, the phasic preference for firing induced by STP could underpin the stronger phase

locking of the output firing compared to the input spiking recorded in vivo from the calyx of

Held pathway in the medial nucleus of the trapezoid body [56].

In conclusion, in addition to rate filtering, short-term synaptic depression affects the phase

of neuronal responses to time-varying inputs. This is likely to be significant for many neural

systems in which timing is critical, such as motor responses, and is a factor that needs to be

considered when interpreting dynamic neural responses.

Supporting information

S1 Fig. Phase lead of output spiking responses for a synapse model without a rise time, rel-

ative to the periodic modulation of Poisson pre-synpatic spiking. The trend as a function of

modulation frequency and the number of pre-synaptic neurons, M, is very similar whether the

output neuron is a leaky integrate-and-fire (LIF) model or Hodgkin-Huxley (HH).

(TIFF)

S2 Fig. Mean-spike rate of output spiking responses for different models. Unlike the phase

lead, the spike rates observed and the manner in which they vary with modulation frequenecy

and M, has a dependence on the model and whether the post-synaptic conductance change

has a zero or non-zero rise-time.

(TIFF)

S3 Fig. Phase and mean-spike rate of output spiking responses for a long synaptic time

constant, τd = 10 ms. The model used is otherwise the same as the main text. The mean spike

rate with such a long time constant becomes very large relative to τd = 1 ms, and the general

trend of the phase now remains similar for all M due to increased temporal integration, even

for low M.

(TIFF)
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