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Abstract. Seasonally dependent quasi-stationary planetary wave activity in the southern hemisphere influences the
distribution of ozone within and near the equatorward edge of the stratospheric polar vortex. Accurate representation of

this zonal asymmetry in ozone is important in the characterisation of stratospheric circulation and climate and their
associated effects at the surface. In this study, we used the Australian Community and Climate Earth System Simulator-
Chemistry Climate Model to investigate the influence of greenhouse gases (GHGs) and ozone depleting substances

(ODSs) on the zonal asymmetry of total column ozone (TCO) and 10 hPa zonal wind between 50 and 708S. Sensitivity
simulations were used from 1960 to 2100 with fixed ODSs and GHGs at 1960 levels and a regression model that uses
equivalent effective stratospheric chlorine and carbon dioxide equivalent radiative forcing as the regressors. The model

simulates the spring and summer zonal wave-1 reasonably well, albeit with a slight bias in the phase and amplitude
compared to observations. An eastward shift in the TCO and 10 hPa zonal wave-1 is associated with both decreasing ozone
and increasing GHGs. Amplitude increases are associated with ozone decline and amplitude decreases with GHG

increases. The influence of ODSs typically outweigh those by GHGs, partly due to the GHG influence on TCO phase at
508S likely being hampered by the Andes. Therefore, over the 21st century, influence from ozone recovery causes a
westward shift and a decrease in amplitude. An exception is at 708S during spring, where the GHG influence is larger than
that of ozone recovery, causing a continued eastward trend throughout the 21st century. Also, GHGs have the largest

influence on the 10 hPa zonal wave-1 phase, but still only induce a small change in the wave-1 amplitude. Different local
longitudes also experience different rates of ozone recovery due to the changes in phase of the zonal wave-1. The results
from this study have important implications for understanding future ozone layer distribution in the Southern Hemisphere

under changing GHG and ODS concentrations. Important future work would involve conducting a similar study using a
large ensemble of models to gain more statistically significant results.
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1 Introduction

Planetary (Rossby) waves play an important role in setting the
general thermal and dynamical characteristics of the tropo-
sphere and stratosphere at extratropical and polar latitudes.

These waves arise as a consequence of conservation of potential
vorticity and the latitudinal gradient of the Coriolis force and are
generated primarily in the troposphere through deep convection

associated with land–sea temperature contrasts and dynamical
forcing associated with continental-scale orographic features
(Charney and Drazin 1961; Kurzeja 1984; Karoly and Vincent
1998; Brasseur and Solomon 2005). Charney and Drazin (1961)

showed that the upward propagation of quasi-stationary Rossby
waves (QSWs), that is, thosewaves that remain relatively fixed in
longitude over periods that characteristically range fromweeks to
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months, requires background eastward wind speeds less than a
critical value. This critical value is dependent on zonal wave-

number and generally results in only waves of wavenumber 1–3
being able to propagate from the troposphere into the stratosphere
(Brasseur and Solomon 2005) and only under appropriate

conditions for wavenumber 3 (Rao et al. 2019).
The observed characteristics of QSWs in the southern

hemisphere (SH) have been well-studied through the use of

meteorological reanalyses and satellite measurements to exam-
ine zonal perturbations in atmospheric variables, such as
geopotential height and temperature (van Loon and Jenne
1972; Hartmann 1977; Karoly 1985; Randel 1988; Quintanar

and Mechos 1995), ozone (Wirth 1993; Gabriel et al. 2011;
Wang et al. 2013; Dennison et al. 2017) and water vapour
(Gabriel et al. 2011). In general, it has been found (e.g. Randel

1988) that the QSWwave variance in the SH stratosphere peaks
in October in the latitude band 50–608S, with a secondary
maximum in May. In the SH troposphere, relative maxima in

the wave variance are found in late winter and early spring in the
latitude bands 30–408S and 50–608S respectively (Randel
1988). Regional contrasts in tropical sea surface temperatures
(SSTs) provide an important source of forcing for the QSWs at

extratropical latitudes, particularly over the Indian and Pacific
oceans (Quintanar and Mechos 1995; Brahmananda Rao et al.

2004; Inatsu and Hoskins 2004). It has also been shown that

there is destruction interference in the forcings from the tropical
Pacific Ocean and the tropical Indian Ocean on the winter SH
stratosphere (Rao and Ren 2020).

QSWs in the troposphere and lower stratosphere of the
extratropical SH have important influences on the total column
ozone (TCO) distribution in the region (Wirth 1993; Gabriel

et al. 2011; Wang et al. 2013). The waves influence the
poleward transport of air in the lower stratosphere by driving
the poleward branch of the Brewer-Dobson circulation. This in
turn influences the background thermal state and chemical

composition of the lower stratosphere, and hence, ozone
production and loss. Additionally, the waves play a role in
setting the height of the tropopause, which in turn determines the

effective thickness of the stratosphere, and hence, the column
abundance of ozone (Varotsos et al. 2004; Gerber 2012). During
spring, marked zonal asymmetries in tropopause height are

produced by the strong radiative influences associated with
depletion of ozone within the Antarctic ozone hole and the
influence of QSWs on the ozone distribution outside the
stratospheric polar vortex (Evtushevsky et al. 2008). In contrast,

zonal asymmetries in tropopause height during summer are
mainly influenced by surface temperature contrasts and the
associated synoptic-scale tropospheric patterns that are pro-

duced by travelling Rossby waves (Hoinka 1998).
During the satellite era since 1979, in which TCO measure-

ments have achieved consistent global coverage, the extratro-

pical QSW-1 pattern in TCO has shown long-term changes.
Grytsai et al. (2007a) examined historical trends in the phase of
QSW-1 in spring (averaging over September–November) by

analysing the change in the longitudes of the minimum and
maximum TCO (TCOmin and TCOmax respectively) values as a
function of latitude and year. A clear eastward trend was found
in the longitude of the zonal TCOmin, consistent with that

reported by Niu et al. (1992), but little trend was seen in the
location of the zonal TCOmax. Furthermore, strong latitude

dependence was shown on the phase of the QSW-1 component,
with increased eastward shift at higher latitudes. Ialongo et al.

(2012) characterised the springtime ozone zonal waves and

showed that the QSW-1 pattern was dominant and detectable
up to altitudes of 60–65 km and that an eastward travelling
wave-2 was also present.

The response of stationary waves in the SH to different long-
term drivers, such as changes in ozone and well-mixed green-
house gasses (GHGs) has been investigated previously in a
model-based study (Wang et al. 2013). It was shown that

stratospheric ozone change was the main driver of changes in
QSWamplitude; however this had little influence on the eastward
phase change seen in QSW-1. Instead, this work noted that phase

trends are associated mostly with GHG changes influencing the
strength of the subtropical tropospheric jet. Wang et al. (2013)
concluded that future long-term dynamical changes in the

structure of QSWs are expected to be driven by changing
springtime Antarctic GHG and stratospheric ozone concentra-
tions, which are both responsible for changes in the polar vortex,
the tropospheric westerly jets and tropospheric wave sources.

The primary focus of this paper is the investigation of the
future drivers of TCO QSWs using the Australian Community
Climate and Earth System Simulator-Chemistry Climate Model

(ACCESS-CCM) following Stone (2015). Firstly, formation of
TCO QSWs within ACCESS-CCM and how they compare to
observations will be discussed for austral spring (September–

November) and summer (December–February), as these time
periods display the largest Antarctic ozone depletion and
strongest stratosphere–troposphere coupling. This is followed

by attribution of past and future changes in the phase and
amplitude of TCO and 10 hPa zonal wind through a multiple
linear regression model. Finally, aspects of localised impacts on
ozone depletion and recovery are discussed, relating to longitu-

dinal deviations in ozone change over time and how this could
potentially affect shortwave radiation fluxes at the surface.

2 Data and methods

2.1 ACCESS-CCM

A description of the ACCESS-CCMmodel and its performance
in simulating ozone in the SH is provided in detail in Stone et al.
(2016) andMorgenstern et al. (2017). Themodel is similar to the
National Institute of Water and Atmospheric Research (NIWA)

chemistry climate model (NIWA-UKCA) (Morgenstern et al.

2009, 2014, 2017), which is based on the United Kingdom
Chemistry and Aerosols (UKCA) of the United Kingdom

Meteorological Office. The simulations used in this study were
produced for the Phase 1 of the Chemistry-Climate Model
Initiative (Eyring et al. 2013b). The simulations used here are

a hindcast simulation over 1960–2010, labelled REF-C1, a
projection simulation over 1960–2100, labelled REF-C2, and
two sensitivity simulations over 1960–2100 with (separately)

fixed ozone depleting substances (ODSs) and GHGs at 1960
levels, labelled SEN-C2-fODS and SEN-C2-fGHG respectively
(Eyring et al. 2013b). As ACCESS-CCM does not have an
interactive ocean, SSTs and sea ice concentrations (SICs) are
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prescribed values, sourced from the Hadley Centre Sea Ice and
Sea Surface Temperature dataset for the REF-C1 simulation
(Rayner et al. 2003), and from the Hadley Centre Global

Environment Model version 2 ensemble run r1p1i1 from the
fifth Coupled Model Intercomparison Project (CMIP5) for the
REF-C2, SEN-C2-fODS and SEN-C2-fGHG simulations. For

the SEN-C2-fGHG simulation, the SSTs and SICs were
repeated 1960–1970 levels to avoid a SST induced GHG signal.
TheREF-C1 simulation used observedGHGandODS data from
Meinshausen et al. (2011) andWMO (2011) respectively. After

2005, GHGs followed the Representative Concentration Path-
way 8.5 (RCP 8.5). For the historical period of 1960–2000, the
projection simulations used the same forcings as the REF-C1

simulation. After 2000, RCP 6.0 was used for GHGs, and the
A1B emissions scenario from WMO (2011) was used. Model
runswere initiated from a control simulation. Themodelwas run

at an N48 (3.758 longitude by 2.58 latitude) horizontal resolution
and L60 (60 hybrid height levels) vertical resolution with a
model top of 84 km.

2.2 Multi Sensor Reanalysis (MSR)

For comparison with our model results, we used the MSR

dataset version 2 (Van Der A et al. 2015). MSR is based on
near-ultraviolet TCO measurements using polar orbiting satel-
lites. The observations were corrected using ground-based

measurements and synthesised into monthly averages of TCO
on a global grid (1.08 longitude� 1.08 latitude inMSRversion 2)
using a data assimilation scheme that is based on a chemical

transport model driven by a meteorological reanalysis. We used
MSR data from 1979 to 2014.

2.3 Regression model

We separated and quantified the influence of GHGs andODSs, the
two long-term SH drivers of stratospheric and tropospheric
circulation and dynamics, through the use of a linear regression

model. Our regression model is similar to that adopted by
Morgenstern et al. (2014) and has two predictors: (1) Effective
Equivalent Stratospheric Chlorine (EESC) obtained from WMO

(2011) and (2) carbon dioxide equivalent radiative forcing (CO2eq)
from well-mixed GHGs following the RCP 6.0 scenario
(Meinshausen et al. 2011). The EESC calculation used an age of
air value for the polar regions of 5.5 years, consistentwithNewman

et al. (2007). These two predictors acted as regression functions in
our model. They both covered the period from 1960 to 2100 and
were normalised to span the range –1 to 1 with the mean equal to 0

to make them easier to visually compare how they change over
time. It is important tonote thatwhenusingmultivariate regression,
any non-linear interactionwill not be captured. These functions are

shown in Fig. 1. The EESC regression function was set to 0 for the
SEN-C2-fODS experiment, as we have normalised the regression
functions to have amean of zero and ozone in this simulation is not

influenced by ODS; likewise, the CO2eq regression function was
set to zero for the SEN-C2-fGHG experiment. To simplify the
notation in our approach, the CO2eq and EESC regression
functions are hereafter subscripted with GHG and ODS, respec-

tively, to denote their drivers. The model is defined as:

y ¼ bODSxODS þ bGHGxGHG þ �yþ e ð1Þ

where y is the time series being regressed against at a particular
time, bODS is the regression coefficient related to the ODS
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Fig. 1. ODS and GHG regression functions. Both functions are normalised to have an average of 0

and absolute maximum of 1.
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regression function, xODS, which quantifies the influence of
ozone depletion with respect to a unit change in ODS, bGHG is

the regression coefficient describing the influence of a unit
change in the GHG regression function, xGHG, �y is the mean of
the time series over the time period under consideration, and e is
a residual term which accounts for contributions not described
by the regression functions. The fit of the model was performed
using the method of least squares, and uncertainties were

obtained for bODS and bGHG at the 95% confidence intervals
using a regression model F-test. We described the influence
from the ODS and GHG regression functions over the periods of
ODS growth (1960–2000) and decline (2001–2100) by multi-

plying the regression coefficients with their associated regres-
sion function changes over the respective two periods.

To characterise QSW-1, we separately used for y in the

regression model the amplitude (A1) and phase (F1) of the first
harmonic in the Fourier decomposition of zonal TCO at each
discrete latitude in ACCESS-CCM. The Fourier decomposition

is described by equation 1 of Ialongo et al. (2012), and we
obtained the wave-1 coefficients of the decomposition, a1 and
b1, from a discrete Fourier transform of the zonal TCO, 10 hPa
zonal wind and 500 hPa zonal temperature. The wave-1 ampli-

tude and phase were evaluated as A1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

a21 þ b21

p

and F1 ¼
tan�1ðb1

a1
Þ respectively.

3 ACCESS-CCM representation of zonal waves

Fig. 2 shows the 1979–2010 TCO spring and summer average

zonal TCO variation at 508S latitude for both the REF-C2
simulation and theMSR dataset. It is apparent in this figure that
the ACCESS-CCM simulates excess ozone concentrations

compared to observations (approximately 5–40 Dobson Units
(DU) depending on longitude and season, or approximately
less than 15% relative to the mean). However, the ACCESS-
CCMzonal wave structure in both spring and summer is similar

to MSR. During spring, a wave-1 pattern dominates with the
average REF-C2 wave-1 amplitude being 17.5 DU compared
to 3.1 DU for wave-3, and average MSR wave-1 amplitude

being 24.7 DU compared to 3.3 DU for wave-3. During
summer, both distinct wave-1 and wave-3 patterns are present,
with the average REF-C2 wave-1 amplitude being 8.0 DU

compared to 2.7 DU for wave-3, and average MSR wave-1
amplitude being 9.2 DU compared to 4.0 DU for wave-3. There
is a relatively small difference in the phase of the overall
patterns between the two data sets, with the REF-C2 pattern

shifting approximately 258 westward during spring compared
with the observations (Fig. 2a). Additionally, both REF-C2 and
REF-C1 have very similar structure over this time period

(not shown). The peak-to-trough amplitude of the wave-1 in
REF-C2 is somewhat smaller, although it is generally consis-
tent withMSR in spring. However, at higher latitudes in spring,

REF-C2 has a noticeably smaller wave-1 amplitude compared
to MSR (not shown). Smaller wave amplitudes compared to
reanalysis have also been reported in other models. For

example, Covey et al. (2020) reported smaller wave-1 and
wave-3 amplitudes in the northern hemisphere and also smaller
wave-3 amplitudes in the SH in the Community Earth System
Model 2, Geophysical Fluid Dynamics Laboratory-Climate

Model 4 and Goddard Institute for Space Studies-E2-1-G model.
In the spring MSR data, the wave-1 component is largest

compared to other thewave components at 658S.This is generally
seen in the REF-C2 simulation, with latitudes of 60 and 658S
having a dominant wave-1 component. During summer, the
wave-1 component is largest compared to wave-2 and wave-3

near 608S in MSR. However, in REF-C2, this occurs at 708S,
which is most likely due to the differing times of the break-up of
the polar vortex in the model compared to observations (Stone

2015; Stone et al. 2016).
The MSR profiles of Fig. 2 show small downward perturba-

tions at longitudes of approximately 150 and 2908E (708W),

which geographically correspond to the southern tip of New
Zealand and the Andes at this latitude respectively. These
features are sharper in the observations than the model (and
largely absent in the model data at 1508 longitude), which is

likely due to the different spatial resolutions of the data sets
(1.08� 1.08 in longitude and latitude for MSR compared with
3.758� 2.58 for ACCESS-CCM) and the relatively coarse

resolution of the topography used in the model. Notably, these
features suggest that the underlying topography potentially lifts
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Fig. 2. (a) Spring and (b) summer 508S TCO averaged over the 1979–2010

period as simulated by the REF-C2 simulation compared to observations from

the MSR dataset. The shaded region encompasses one standard deviation.
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the tropopause in these regions through the action of orographic
waves, which would be expected to displace stratospheric air

horizontally above these regions, and thus, locally reduce the
ozone overburden. Therefore, it can be expected that the
broader longitudinal variations shown in Fig. 2 may be
influenced by the height of the tropopause. We investigated

this aspect by examining the zonal variations of TCO, tropo-
pause height and the temperature of the midtroposphere. For
this, we obtained the latitudinal-average zonal profiles of TCO,

tropopause height and 500 hPa air temperature for each season
from the REF-C2 simulation over 1979–2010. For comparison,
equivalent observationally based information was obtained

over the same time period from the European Centre for
Medium-Range Weather Forecasts Interim Reanalysis (ERA-
Interim; Dee et al. 2011). The location of the lapse-rate
tropopause was used to define the height of the tropopause,

and this was evaluated using the method described by Reichler
et al. (2003). Table 1 summarises seasonal differences in the
extratropical coupling between the troposphere and tropopause

and the tropopause and stratosphere, as indicated by the
correlation between the longitudinal profiles of 500 hPa tem-
perature and tropopause height and tropopause height and TCO

over the latitude range 45–658S. Spring shows the strongest
coupling between tropopause height and TCO in both themodel
and observational data. In comparison, tropospheric coupling is

weaker in ACCESS-CCM and evidently absent in ERA-
Interim. For summer, ACCESS-CCM generally shows the
opposite behaviour to spring, with diminished stratospheric
coupling with the tropopause and dominant tropospheric cou-

pling. In this season, a dominant tropospheric coupling is
indicated for ERA-Interim, although the correlation between
tropopause height and TCO is higher than for ACCESS-CCM.

It is seen that ACCESS-CCM captures the differences in the
correlations between seasons reasonably well compared to
ERA-Interim. Taken together, these results suggest that the

effects of tropospheric variability that act on the height of the
tropopause and potentially on the distribution of the strato-
spheric ozone column can at least be expected to be diminished

in spring compared with summer.
Fig. 3 shows the zonal locations of TCOmax and TCOmin as

a function of latitude separately in spring and summer over
1979–2010 for the REF-C1, REF-C2, SEN-C2-fODS and

Table 1. Square of the Pearson linear correlation coefficient between 500 hPa temperature (T500) and lapse-rate tropopause height (LRTH), and

LRTH and total column ozone (TCO) for meridional averages between 45 and 658S as a function of season over 1979–2010 from the REF-C2 run of

ACCESS-CCM and ERA-Interim

Values in bold are significant at the 95% confidence limit based on Student’s t-test. Before averaging, the ERA-Interim datawere re-gridded to the same spatial

resolution as the ACCESS-CCM data. SON, September, October, November; DJF, December, January, February; MAM,March, April, May; JJA, June, July,

August

Season ACCESS-CCM ERA-Interim

T500 vs LRTH LRTH vs TCO T500 vs LRTH LRTH vs TCO

Spring (SON) 0.53 0.82 0.03 0.98

Summer (DJF) 0.70 0.13 0.96 0.74

Autumn (MAM) 0.72 0.30 0.93 0.25

Winter (JJA) 0.67 0.62 0.18 0.39
120°W

120°W

60
°W

60
°W

0°

0°
12

0°
E

12
0°

E

180°W

180°W

80°S

70°S

60°S

50°S

Spring Total Column Ozone Longitude maximum and minimum

Summer Total Column Ozone Longitude maximum and minimum

REF−C1 REF−C2 SEN−C2−fODS SEN−C2−fGHG

(a)

(b )

MSR

60°E
60°E

80°S

70°S

60°S

50°S

80°S

70°S

60°S

50°S
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SEN-C2-fGHG simulations and the MSR observational dataset.
TCOmax and TCOmin tend to be located further eastward as

latitude increases and are seen to spiral around Antarctica. This
eastward shift was reported previously by Grytsai et al. (2007a,
2007b), who suggested that the zonal extremes follow the

Antarctic continental boundary, especially near features that
have a meridional orientation. In Fig. 3, the TCOmin at the
lowermost latitudes tends to lie near the Andes, especially

during spring. In summer, the MSR and SEN-C2-fODS at the
lowermost latitudes are located further west near 1408W.
Further south, between 65 and 758S, the location of TCOmin is
situated near the Antarctic coastline around the Weddell Sea

area between 0 and 608W. In comparison, the location of the
TCOmax at 758S is relatively consistent across the simulations
and observations, being situated at the eastern boundary of the

Ross Sea, close to 1808E. Even though thewell-defined structure
during spring is not as apparent during summer, there are similar
indications of an influence from the Antarctic topography on the

locations of the TCOmax and TCOmin.
In Fig. 3 it is seen that the phase of theREF-C1 simulation has

a closer correspondence with the observations during spring
compared to the projection simulations. The only significant

differences in the input forcing between the REF-C1 and REF-
C2 simulations are that the REF-C1 simulation used observed
SSTs and SICs, while for REF-C2, these fields were prescribed

by a HadGEMS2-ES simulation. However, there are also large
differences between REF-C2 and SEN-C2-fODS during sum-
mer, which both have the same prescribed SSTs and SICSs.

Therefore, it is unlikely that any differences in SSTs and SICs
are producing significant changes. During summer, the zonal
structure of the REF-C1 simulation is similar to the projection

simulations in showing an eastward shift with increasing
latitude. This can also be seen in the MSR data of Fig. 2, where
the emergence of a wave-3 component between spring and
summer is possibly responsible for shifting the location of

TCOmin westward, which is not seen for the REF-C2 simulation.
This is potentially an effect of the delayed break-up of the ozone
hole in the model compared with observations, which was

shown to be several weeks later (Stone et al. 2016). This may
also reduce the influence of the wave-3 component. A delayed
break-up of the vortex for other model simulations has also

recently been shown by Rao and Garfinkel (2021). In Fig. 3, the
SEN-C2-fODS simulation, in which ozone annually varies in a
pre-ozone hole prescribed manner, shows a latitudinal variation
of TCOmax and TCOmin that is largely different from REF-C2,

especially in summer. Overall, Fig. 3 suggests that ozone
depletion plays a noticeable role in controlling the location of
the locations of TCOmax and TCOmin.

Fig. 4 shows the time series of 10-year running-mean spring
and summer TCO wave-1 phases at 508S and 708S over the
period 1979–2010 for MSR, 1960–2010 for REF-C1 and 1960–

2100 for REF-C2, SEN-C2-fODS and SEN-C2-fGHG. The
phase of the MSR and REF-C1 data are normalised to the phase
of REF-C2 so temporal changes can be more easily compared.

Regression fits to the projection simulations are also shown for
reference. For the historical period, the REF-C1 and REF-C2
time series agree well with MSR during spring and summer at
both latitudes, with the exception of spring at 708S. However,

this is also the latitude location and season that exhibits the
smallest temporal phase changes, and it is therefore likely that

the differences between REF-C1 and bothMSR andREF-C2 are
due to the large variability that is seen. In both spring and
summer during the period since 2010, it appears that ozone

depletion forces an eastward shift in wave-1 phase, while ozone
recovery forces a westward shift (as indicated by the behaviour
of the SEN-C2-fGHG simulation). Note that, at 708S, GHG
changes appear to produce a clear overall eastward shift in the
phase of wave-1 by 2100, which is absent at 508S.

4 Drivers of zonal wave change

Fig. 5 shows the longitude shift and associated 95% confidence
intervals of zonal wave-1 in TCOand 10 hPa zonalwind over the

1960–2000 and 2001–2100 periods for spring and summer from
the REF-C2, SEN-C2-fODS and SEN-C2-fGHG simulations at
latitudes of 50, 60 and 708S.

For TCO, the regression model fit shows that both ozone
depletion and increasing GHGs over the 1960–2000 period
produce an eastward shift in the phase of the zonal wave-1. At
508S and 608S, ozone depletion appears to have the largest

influence, of up to approximately 388E� 128, for SEN-C2-
fGHG. However, at 708S, GHGs appear to have the largest
influence, of 258E� 98, for SEN-C2-fODS. It is unsurprising to

see the largest ozone influence at the lower latitude, where the
trends in the polar vortex strength are greatest (Eyring et al.

2013a). This is not the case for GHGs however, whose impact at

508S appears minimal. It is likely that at lower latitudes, the
influence of GHGs on the phase is hindered by the Andes, which
is a large orographic feature that drives the structure of planetary

wave formation. At 708S, the effect of the Andes is diminished,
allowing GHGs to have a larger effect. Over the 2001–2100
period, the influence from ozone depletion reverses during the
recovery phase, with a near equal and opposite change compared

to 1960–2010. Increasing GHGs, on the other hand, continue to
force an eastward shift, with a further 328E� 128 shift at 708S
shown by the SEN-C2-fODS simulation. This results in GHGs

being the major driver at 708S in spring in the 21st century,
resulting in a continued, but diminished, eastward shift in the
phase of zonal wave-1. At 50 and 608S, a westward shift in the

zonal wave-1 is suggested by the model, as ozone influences
outweigh those of GHGs. However, the westward shift occurs
much slower compared to the eastward changes over 1960–2000.

The summer period tells a very similar story. The phase

changes are larger and with less variation in TCO. Ozone
depletion over the 1960–2000 period produces a change of
approximately 608E� 178 at 608S in both the REF-C2 and

SEN-C2-fGHG simulations. The influence of ozone depletion
at 708S is also significant compared to spring, with a change of
approximately 408E� 198. The GHG influence over 1960–

2000 is also larger compared to spring at 60 and 708S, with the
most significant change being 348E� 158 over 1960–2000 and
448E� 198 over 2001–2100 in the SEN-C2-fODS simulation

at 708S. In contrast to spring, the increased influence of ozone
at 708S appears to counteract the GHG effects, which results in
a relatively stable zonal wave-1 phase over the 21st century.
However, again at 50 and 608S, a gradual westward shift
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occurs as ozone recovery incites a westward phase change of
up to 508 compared to an eastward change due to GHGs

increases of 258.
There are some noteworthy differences in the phase of wave-

1 in the 10 hPa zonal wind compared with that for TCO. First, at
508S, GHGs have the largest influence on wave-1 phase,

producing a shift of up to approximately 268E� 108 over
1960–2000 and 348E� 128 over 2001–2100 in the SEN-C2-
fODS simulation. There is little significant influence from

ozone depletion or recovery. This is interesting, as increasing
GHGs have been shown to have little influence on phase
changes in TCO at 508S within our simulations. However, links

between the strength of the northern hemisphere subtropical jet,
which is influenced greatly by GHG changes, and stratospheric
stationary waves at high altitudes has been shown previously
(Wang and Kushner 2011). This link is also apparent in the SH,

with the strength of the subtropical jet having been shown to
shift the phase of wave-1 in stratospheric geopotential heights at
308S and 10 hPa (Wang et al. 2013). The majority of ozone

depletion happens lower down, and therefore, TCO phase

changes at lower latitudes will be less influenced by GHGs.
Overall, zonal wave-1 at 10 hPawill continue to travel eastward,

forced by increasing GHGs.
The eastward change forced by GHGs on 10 hPa zonal wind

is also seen during summer during both the 1960–2000 and
2001–2100 periods, however with a larger amount of variation.

Again, little to no significant impact is seen due to ozone
depletion or recovery. This highlights that the influence of
ODS on the phase of wave-1 in TCO is not reproduced in the

phase of wave-1 in the 10 hPa zonal wind. This is likely due to
ozone changes, and therefore, changes in the strength of the
polar vortex are occurring at lower altitudes.

Not only do ODSs and GHGs affect the phase of the zonal
wave-1 in TCO, they also have a strong influence on wave
amplitude, as shown in Fig. 6. The springtime influence from
ozone depletion and recovery on amplitude somewhat replicates

the sense of changes that were seen in the phase of wave-1, with
depletion (recovery) causing an increase (decrease) in ampli-
tude. However, there is a large amount of interannual variability,

with almost no values significant at the 90%confidence interval.
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The influence from GHGs appears to drive a small decrease in

the amplitude of wave-1, most significantly at 60 and 508S,
especially over the 2001–2100 period, where it is on par with the
influence from ozone recovery. In similar analysis of tempera-
ture at 50 hPa (see Supplementary Fig. S2), GHGs cause a

reduction in wave-1 amplitude.
For summer, the amplitude change attributed to both ODSs

and GHGs is generally greater than for spring. Ozone depletion

is seen to drive an increase in the TCO zonal wave-1 amplitude

by up to 24� 4 DU in the SEN-C2-fGHG simulation at 708S
during 1960–2000. This change is approximately halved at 608S
and is not significant at 508S. The amplitude change due to
increasingGHGs is consistently negative over the three latitudes

and significantly smaller in magnitude at 60 and 708S than the
change forced by ODS. Over 2001–2100, the TCO wave
amplitude is reduced by ozone recovery, with the REF-C2
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simulation suggesting that the amplitude at the end of the 21st
century will be similar to 1960 levels. These results agree with

Wang et al. (2013), who suggested that GHGs contributed very
little to changes in the amplitude of the wave-1 in stratospheric
temperature between October and December.

During spring, the amplitude of wave-1 in the 10 hPa zonal

wind shows no significant influence from changes in either
ODSs orGHGs. However, during summer, large changes appear

to be driven byODSs, particularly at 508S and, to a lesser extent,
at 608S. At 508S, during 1960–2000, the amplitude increases

significantly by 3.2� 0.7ms�1 due to ozone depletion as
indicated by the SEN-C2-fGHG simulation. Over the 2001–
2100 period, the amplitude changes due to ozone recovery
mostly reverse and return to near 1960 levels by the end of the

21st century. It has been shown that large stratospheric planetary
wave amplitude changes are followed by similar changes in the
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troposphere (e.g. Thompson et al. 2005; Dennison et al. 2015).
In this way, the large ODS-driven changes in the amplitude of

wave-1 in the 10 hPa zonal wind could potentially be an
important driver of the tropospheric Southern Annular Mode
(SAM) changes that have been observed during late summer and

early autumn (WMO 2014). However, the stratospheric polar
vortex in the ACCESS-CCM simulations tends to break-down
several weeks later than observed (Stone et al. 2016), which also

occurs in other models (Rao and Garfinkel 2021), and may
coincidentally shift the timing of stratospheric variability to
overlap with the period of tropospheric SAM trends. It has also

been noted that the timing of the final warming in the SH is
influenced strongly by ozone depletion and recovery (Wilcox
and Charlton-Perez 2013).

Our simulations indicate that increasingGHGs act to decrease

the amplitude of wave-1, especially in TCO and 50 hPa tempera-
ture. However, this influence is small compared to the amplitude
changes due to ozone depletion and recovery.We suspect that the

decrease in the amplitude of the wave due to GHG changes is
primarily driven from the troposphere. This was investigated by
conducting the same analysis on 500 hPa temperature (see

Supplementary Figs S1 and S2). It is found that during summer,
there is a significant reduction in the 500 hPawave-1 amplitude at
60 and 708S that is driven by increasing GHGs. This will likely

influence the amplitude of stratospheric QSWs.

5 Impact on localised recovery

A consequence of the phase changes in stratospheric QSWs is
that there are potentially significant regional differences in the
trends of ozone depletion and recovery along particular zones.

This is shown in Fig. 7, where the deviation from the TCO zonal
mean at two different longitudes is shown. The longitudes

selected correspond to locations near the TCOmin and TCOmax

inDecember between 50 and 758S. Based on Fig. 3b, the location
at 1108E is slightly eastward of the climatological ozone

maximum, while the location at 3308E is slightly eastward of
the climatological ozone minimum for REF-C2 and SEN-C2-
fGHG. For SEN-C2-fODS, the locations of 80 and 3008E were

chosen. The phase shift of wave-1 in TCO leads to significant
localised change in ozone concentrations in the REF-C2 and
SEN-C2-fGHG simulations. At 1108E, the maximum deviation

from the zonal mean is approximately þ35 DU. The opposite
effect is seen at 3308E, where the deviation is over �40 DU. By
contrast, the SEN-C2-fODS simulation shows only small
changes on the order of a few DU over the 1960–2100 period.

This is likely due to SEN-C2-fODS experiencing no ozone
depletion, and therefore, smaller changes in TCOmin and TCOmax

near the edge of the polar vortex as the zonal wave-1 phase trends

eastward with increasing GHGs. Consideration of these devia-
tions could be useful for assessing trends in ecosystemmodelling
of the region. For example, the location of 3308E is near Cape

Horn, where the overturning oceanic circulation enhances the
abundance of nutrients, and consequently, the biodiversity near
the surface. The surface shortwave radiation changes in the

region are likely to be higher than for the zonal mean.

6 Conclusions

The amplitude and phase variations of QSWs in TCO and 10 hPa
zonal wind were analysed in ACCESS-CCM using a multiple
linear regression model with ODS and GHG regression
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functions. Four simulationswere used in this study: (1) a hindcast
simulation from 1960 to 2010, (2) a projection simulation from

1960 to 2100 (REF-C2), (3) a sensitivity simulation from 1960 to
2100 with fixed ODSs at 1960 levels (SEN-C2-fODS) and (4) a
sensitivity simulation from 1960 to 2100 with fixed GHGs at

1960 levels (SEN-C2-fGHG).
TheACCESS-CCMmodel captures the structure of the zonal

wave-1 in observed TCO reasonably well in spring and summer

compared with observations. However, there is an offset in the
phase and amplitude of the zonal wave-1 between ACCESS-
CCM and the MSR dataset, with ACCESS-CCM showing a
westward bias of around 108 in spring and 508 in summer and a

smaller amplitude of up to 20 DU in spring. The historical
eastward trend in the phase of the wave-1 seen in the observa-
tions in spring and summer is well-captured by ACCESS-CCM.

The phase of wave-1 is also seen to be dependent on latitude,
with an eastward shift increasing towards higher latitudes. This
shift is simulated reasonably well by the model.

At 508S, the Andes mountain range near 708W is the
dominant orographic feature along the zone; at 708S the
comparatively lower dome of East Antarctica centred near
1208E is the main orographic feature. The Andes has a

significant localised effect on tropopause height, and conse-
quently, on the stratospheric ozone column, which forces a well-
defined local TCOmin near 2908E in spring at 508S.

The regression model shows that both ozone depletion/
recovery and GHG increases have a large influence on changes
in the phase and amplitude of wave-1 during spring and summer

in ACCESS-CCM, with an eastward shift associated with ozone
depletion and increasing GHGs.

During spring, the GHG influences on the phase of wave-1 in

TCO are largest at 708S of up to 25� 98E over 1960–2000 and
328E� 128 in the 21st century. At 508S, GHG-induced changes
are hindered by the orographic influence of the Andes, but are
larger further south. TheODS influence is largest at 50 and 608S,
where ozone depletion/recovery has the largest influence on
polar vortex strength, outweighing that of GHGs, with an
induced change of 38� 128E over 1960–2000 at 608S, which
is then effectively reversed during ozone recovery. Contrary to
spring, ODSs andGHGs induce phase changes that are generally
larger in summer, and the summer phase change at 708S is

influenced nearly equally by GHGs and ODSs. Over 2001–
2100, at 708S, the GHG-induced change of up to 448E� 198E is
largely counteracted by ozone recovery.

These eastward phase trends are generally most significantly

influenced by changes in ozone concentration and agreewellwith
previouswork byGrytsai et al. (2007b), who showed an eastward
shift in the TCOmin of around 458 between 1979 and 2005.

The phase changes in wave-1 for the zonal wind at 10 hPa are
driven mainly by GHGs during spring, especially at 508S. The
ODS influence is similar to TCO (a historical eastward shift that

is reversed over the 21st century) but is less significant. This is
consistent with Wang et al. (2013), who showed GHGs influ-
ence an eastward phase shift in 10hPa geopotential height,

which is linked to changes in the subtropical jet.
Ozone depletion predominantly drives an increase in the

amplitude of wave-1 in TCO and 10 hPa zonal wind. This occurs
most significantly during summer at 60 and 708S in TCO and at

508S in 10 hPa zonal wind. Increasing GHGs, on the other hand,
drive a smaller decrease in the amplitude of wave-1 during

spring and especially summer, which is in agreement with
previous results that suggested that ozone changes were the
major driver (Wang et al. 2013). During the 21st century, ozone

recovery largely reverses the historical amplitude increase, with
GHG changes also working to reduce the wave amplitude. In
summer, the GHG-influenced reduction in wave amplitude is

likely the result of decreased tropospheric wave-1 activity.
Regional changes in the rate of ozone depletion and recovery

will accompany variations in the stratospheric zonal asymmetry
noted above. Localised deviations in TCO from the zonal mean

of up to 40 DU between 50 and 758S during the ozone hole
period are indicated by the model. Over the 21st century, this
will result in differing rates of recovery in the ozone column as a

function of longitude.
This work shows that changes in ODSs and GHGs have

potentially significant influences on the zonal structure of the

stratospheric ozone distribution. More robust results from an
ensemble of models and simulations is essential for future work.
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