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Journal Name

A simple predictor of interface orientation of �uids of

disk-like anisotropic particles and its implications for or-

ganic semiconductors†

Belinda J. Boehm and David M. Huang∗

From classical molecular dynamics simulations, we identify a simple and general predictor of molecu-

lar orientation at solid and vapour interfaces of isotropic �uids of disk-like anisotropic particles based

on their shape and interaction anisotropy. For a wide variety of inter-particle interactions, temper-

atures, and substrate types within the range of typical organic semiconductors and their processing

conditions, we �nd remarkable universal scaling of the orientation at the interface with the free energy

calculated from pair interactions between close-packed nearest neighbours and an empirically derived

universal relationship between the entropy and the shape anisotropy and bulk volume fraction of the

�uid particles. The face-on orientation of �uid particles at the solid interface is generally predicted

to be the equilibrium structure, although the alignment can be controlled by tuning the particle

shape and substrate type, while changing the strength of �uid��uid interactions is likely to play a

less e�ective role. At the vapour interface, only the side-on structure is predicted, and conditions for

which the face-on structure may be preferred, such as low temperature, low interaction anisotropy,

or low shape anisotropy, are likely to result in little orientation preference (due to the low anisotropy)

or be associated with a phase transition to an anisotropic bulk phase for systems with interactions in

the range of typical organic semiconductors. Based on these results, we propose a set of guidelines

for the rational design and processing of organic semiconductors to achieve a target orientation at a

solid or vapour interface.

1 Introduction

Anisotropic molecules, whose shape deviates significantly from
spherical, are hugely important in many technologies. In many
cases, such molecules can form orientationally ordered liquid-
crystal phases that can be controlled by temperature or concen-
tration, and are the basis of a multi-billion dollar display in-
dustry, with an extensive history dating back to the late nine-
teenth century.1 Additionally, organic molecules with extended
π-conjugation, many of which form liquid-crystal phases, have
been shown to display interesting opto-electronic properties, and
devices based on these organic semiconductors (OSCs) are grow-
ing in importance as their performance improves.2,3

As important electronic processes often happen in the vicin-
ity of interfaces,4–7 controlling the alignment of molecules at
these interfaces is important for optimising the performances of
OSC-based devices and liquid-crystal displays (LCDs). Due to
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end/side-onface-on

Fig. 1 Face-on versus end/side-on alignment at an interface for disk-

shaped particles. Interface orientation of rod-like particles can be similarly

de�ned by the angle of their long axis with respect to the interface. For

uniaxial particles, end-on and side-on orientations are equivalent.

the anisotropic shape of these molecules, symmetry breaking at
both solid and vapour interfaces often leads to a preferred ori-
entation,8 even when the bulk phase is isotropic. This interface
alignment has broad implications for device performance.

For a uniaxial molecule (in which two of the principal axes
are equivalent), alignment can vary between the extremes of the
non-equivalent molecular axis aligned parallel (planar anchor-
ing; side-on orientation for an oblate ellipsoid) or perpendicular
(homeotropic anchoring; face-on orientation for an oblate ellip-
soid) to the interface (Fig. 1). For biaxial molecules (in which all
three principal axes are different), three alignment extremes are
possible: face-on, end-on, and side-on.

In OSCs in particular, orientation at the solid and vapour in-
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terface is important for improving the performance of a variety
of devices, with different functionalities requiring different align-
ments. In organic field-effect transistors (OFETs), for example,
charge mobility is greater when molecules are aligned side-on
at the solid dielectric interface, as charge transport can occur in
the π-stacking direction rather than having to proceed through
the often insulating side-chains.9–14 Conversely, in organic pho-
tovoltaics (OPVs), the face-on orientation at the electron donor–
acceptor bulk heterojunction (BHJ) interface is favoured as it re-
duces charge recombination by allowing efficient charge trans-
port away from the interface, while also ensuring better charge
generation by increasing donor–acceptor orbital overlap.15–19

More specifically, charge separation at the donor–acceptor inter-
face has been shown to be favoured by a displaced planar (slip-
stacked) molecular arrangement rather than a perfectly stacked
(cofacial) arrangement because it leads to weakly bound charge-
transfer states that can readily separate but are less susceptible
to recombination.20 Organic light-emitting diode (OLED) perfor-
mance also depends on the orientation of the emitter’s transition
dipole moment with respect to the substrate, with planar align-
ment preferred.21–24 The design of molecules for these devices
should therefore focus not only on the electronic properties of
the individual molecule, but also on how the molecules align at
important interfaces in the device in order to maximise perfor-
mance.

Although the importance of controlling interface orientation
in OSC devices is generally well understood, and there is no
shortage of experimental16–18,25 or computational26–31 examples
of preferential alignment of anisotropic molecules at interfaces,
there remain few general rules for predicting alignment at either
the solid or vapour interface from the chemical structure of OSC
molecules. We have recently extensively reviewed the subject in
the context of OSCs,32 and despite a number of factors being im-
plicated in controlling molecular orientation, in many cases an
understanding of the general physical principles that dictate this
behaviour was lacking, especially at the solid interface.

There is an extensive history of simulations of liquid crystals us-
ing simple computational models (see ref 33 for a review), which
have been used to provide a basic understanding of the behaviour
of these anisotropic molecules. A smaller subset of these studies
have examined the interplay of repulsive and attractive interac-
tions in controlling the interfacial orientation. At a free interface
(such as that with a vapour phase), the orientation of anisotropic
particles has been studied at various levels, ranging from mean
field theories,34 to particle-based molecular dynamics (MD),35

and Monte-Carlo (MC)36,37 simulations. It has been found that
switching between the face-on and side-on orientation at this in-
terface can be achieved by tuning the anisotropy of the attrac-
tive interactions. In the absence of attractive interactions, the
long axis of an anisotropic molecule has been predicted to align
perpendicular to the interface due to excluded-volume entropic
effects.34 MD simulations of the Gay–Berne (GB) fluid have indi-
cated a dependence of the orientation at the vapour interface of
nematic fluids on the ratio of the shape anisotropy to the inter-
action anisotropy of the particles.35,37 Fluids that are isotropic in
the bulk have also been shown to display preferential alignment

at a vapour interface.36

In contrast, at the solid interface, free volume is maximised
in the face-on orientation, for which the long molecular axis
is parallel to the interface.38 Density functional theory calcula-
tions of hard platelets,39,40 and theoretical calculations of hard
spherocylinders41 and spheroplatelets42 at hard impenetrable
walls show a preference for alignment with the short axis of the
molecule perpendicular to the wall due to entropic effects and
minimisation of the surface tension. The inclusion of attractive in-
teractions between fluid particles has been predicted to introduce
a temperature dependence to interface orientation, with systems
at high temperatures showing the same alignment as the purely
repulsive systems due to the dominance of entropy, and a tran-
sition to the opposite alignment at lower temperatures as ener-
getic effects become more significant.43,44 Many computational
studies of specific systems have shown similar dependences on
temperature and interaction anisotropy.45–50 In general, the ori-
entation at the solid interface depends on both the strength and
anisotropy of the fluid–substrate interactions,44 and the strength
of the fluid–fluid interactions.51 A number of experimental stud-
ies report control of orientation at this interface for specific small
molecules,19,45,47,52–56 and the strength of the interactions with
the substrate has been shown to directly influence the orientation,
again for a specific set of interaction parameters.46

An interesting illustration of the contrasting behaviour of hard
particles at solid and vapour interfaces is the case of a penetrable
wall, from which a particle’s centre-of-mass is repelled but which
the rest of the molecule can penetrate to varying degrees.57,58

As the wall interacts isotropically with the centre-of-mass of the
anisotropic particle, a highly penetrable wall is qualitatively sim-
ilar to a free interface, whereas a impenetrable wall represents a
solid interface. MC and density functional theory calculations of
these interfaces show a transition between face-on alignment at
an impenetrable surface and side-on alignment at a fully penetra-
ble wall,57,58 consistent with previous theoretical predictions at
solid and vapour interfaces, respectively, due to excluded-volume
entropic effects.34,43

Although a number of general rules that appear to be relatively
predictive for determining the orientation of anisotropic particles
at both solid and vapour interfaces exist, and many specific exam-
ples of orientation control can be found in the literature, a more
detailed understanding of how molecular shape and interactions
control the orientation in general, and the ability to predict ori-
entation based on combined energetic and entropic contributions
using a simple analytical expression, is lacking. In this work, we
investigate a series of disk-shaped OSC-like systems using equilib-
rium coarse-grained MD simulations of GB particles between solid
and vapour-like interfaces. These simulations allow for systematic
tuning of the strength of the interactions, shape of the anisotropic
molecule, and its interactions with the substrate, to gain an un-
derstanding of how the interplay of these features influences the
orientation at both the solid and vapour interfaces. The use of
GB particles, which have a simple ellipsoidal shape, means that
these results should be generally applicable to a wide range of
molecules, whether OSCs or not, that share similar shapes and
interactions, rather than specific to a single type or class of chem-

2 | 1�15Journal Name, [year], [vol.],



ical structure.
We focus our work here on systems that are isotropic in the

bulk in order to isolate the effects of the interfaces, to remove the
additional complications associated with alignment of additional
layers, and to broadly understand what happens under experi-
mental conditions in which a thin film of anisotropic molecules
is annealed from the melt, deposited from solution, or subjected
to high operating temperatures. It is important to note, how-
ever, that device fabrication from an isotropic liquid phase is un-
common, and not expected to be possible at room temperature.
The behaviour of isotropic liquids is therefore more applicable to
post-processing of thin-film devices, which may involve treatment
with high temperatures, than to the deposition process. Though
studying only simple single-component systems, this work also
presents an initial step towards understanding the behaviour of
components of mixtures (such as solution-phase OSCs) at various
interfaces, which has significant importance for the fabrication of
OSC devices. Generalisation to interfaces with bulk fluids that
are anisotropic is possible. We also focus on simulations of equi-
librium fluid structure.

The paper is organised as follows. We first describe the sim-
ulation and analysis methods in section 2. We then show that
molecular orientation of anisotropic fluid particles with both re-
pulsive and attractive interactions at the solid and vapour inter-
face of an isotropic fluid cannot generally be predicted using a
previously proposed metric, and propose a semi-empirical mean-
field estimate of the free-energy difference between the perfectly
face-on and side-on orientations as an alternative. We use sim-
ulations of purely repulsive particles confined between a solid
and vapour interface to obtain quasi-universal relationships for
the scaling of the entropic component of the free energy with
the shape anisotropy and bulk density of the fluid particles (sec-
tion 3.1). Combining this estimate of the entropy with an esti-
mate of the energetic component of the free energy from nearest-
neighbour pair interactions (section 3.2), we show that this free
energy parameter accurately predicts molecular orientation at the
solid (section 3.3.1) and vapour (section 3.3.2) interfaces. In sec-
tion 3.4 we generalise these results into a number of practical
design principles for OSCs, with the goal of providing guidelines
towards rational design of OSC interfaces.

2 Methods

The orientation of a fluid of anisotropic particles at both solid (im-
penetrable) and vapour-like (penetrable) interfaces was studied
using classical molecular dynamics (MD) simulations. A range of
uniaxial oblate Gay–Berne (GB) ellipsoids, representative of typ-
ical small OSC molecules, were studied to elucidate the general
effects of shape and interaction anisotropy. These simple models
greatly increase computational efficiency compared with all-atom
simulations, allowing a wide variety of parameters and conditions
to be examined. Simulations were carried out using LAMMPS
(version 3 March 2020),59,60 and visualisation and analysis of
simulation trajectories were conducted using OVITO.61

The GB potential62 is an anisotropic form of the widely used
Lennard-Jones (LJ) pair potential, and captures the short-ranged
excluded-volume repulsion and longer ranged van der Waals at-

Table 1 Shape anisotropy parameter κ and interaction anisotropy pa-

rameter κ ′ for uniaxial models of some typical organic semiconductors

(OSCs) and benzene based on published parameters for biaxial models.63

The side�side parameters used to calculate the anisotropies in each uni-

axial model were obtained as the average of the side�side and end�end

parameters in the biaxial model, as described in the main text.

molecule κ κ ′

porphine 0.28 0.159
pyrene 0.34 0.164

perylene 0.36 0.190
benzene 0.47 0.270

traction between uncharged anisotropic molecules. The potential
is characterised by parameters σ and ε that define the length and
energy scales of the potential, respectively, parameters ν and µ

that tune the shape of the potential, and, for uniaxial particles,
the short and long principal diameters, σF and σS, and dimen-
sionless relative well depths, εF and εS, along the corresponding
axes (the subscripts "F" and "S" denote "face" and "side", respec-
tively). The anisotropy of the uniaxial particles is described by
the shape anisotropy parameter κ = σF/σS and the interaction
anisotropy parameter κ ′ = εS/εF. A full description of the GB po-
tential and parameters is given in the ESI, section S1.

In all simulations, we have used ν = 1 and µ = 2, as is com-
mon for the GB potential, in line with its original parameteri-
sation62 and previous parameterisations of OSC systems,63 and
and have set εS = 1 and σF = 1.03σ . A non-bonded interaction
cutoff of 3σS was used for all systems. In order to match exper-
imentally relevant systems, published GB parameters for biaxial
models of several simple OSCs63 were used as a starting point to
define the interactions in the systems studied here. The relation-
ship between σF and σ was taken from the published perylene
model, with a similar relationship found for a range of other sim-
ple OSC systems.63 To obtain a simpler uniaxial representation of
each molecule, for which the end–end and side–side interactions
and dimensions are equivalent, the published biaxial principal-
diameter and well-depth parameters for end–end and side–side
interactions were averaged. This typically resulted in changes
to these parameters of less than 10 and 20%, respectively, from
their original published values. The resulting shape and interac-
tion anisotropies of several small organic molecules are given in
Table 1 and inform the values of κ and κ ′ explored.

We have used LJ reduced units throughout this work, with en-
ergies, lengths, temperatures, pressures, and times given in units
of ε, σ , ε/kB, ε/σ3, and τ ≡

√
m0σ2/ε, where m0 is the unit

of mass and kB is the Boltzmann constant. We note that setting
ε = 1.8 kcal/mol and σ = 3.2 Å gives behaviour consistent with the
experimental behaviour of perylene, i.e. a density of 1.1 g/cm3

at 560 K and 1 atm for a system with κ and κ ′ approximately
those of perylene in Table 1,63 and so the parameter range stud-
ied should be representative of the behaviour of a variety of OSCs
given this choice of ε and σ .

To mimic the scaling of molecular mass with molecular size typ-
ical of OSCs, the particle mass m was scaled in proportion to the
particle volume vf = πσFσ2

S/6 (calculated as the volume for an el-
lipsoid with principal diameters σF, σS, and σS) to give a constant
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mass density within the particle. Although approximate, this be-
haviour is reasonably representative of real systems, for which the
mass density within the particle generally varies between 1.4 and
1.7 g/mol/Å3 when the particle volume is calculated from pub-
lished biaxial GB parameters63 (ESI Table S3). To facilitate com-
parison between systems with different sized particles, we have
analysed results in terms of the volume fraction, φ , rather than
the number density, ρb, in the bulk fluid. The two are related as
φ = ρb/vf.

To encompass the region of parameter space in Table 1 for typi-
cal OSCs, values of κ of 0.30, 0.35, 0.40, 0.45, and 0.50, and κ ′ of
0.15, 0.20, 0.25, and 0.30 were used. Additional κ ′ values of 0.50
and 0.70 were examined for certain systems to access points with
κ ′ > κ, as interfacial behaviour has previously been predicted to
exhibit a transition around κ/κ ′ = 1 in some circumstances.37

Several systems with κ ′ = 1.2 were also studied to examine the
behaviour when side–side interactions are stronger than face–
face ones. While side–side interactions that are stronger than
the face–face ones are not typical of OSCs-like molecules, they
can potentially be accessed through, for example, functionalisa-
tion of the aromatic core and may present an interesting means
of tuning interfacial orientation. The systems with κ ′ > 1 in this
work had weaker face–face interactions than the systems with
κ ′ < 1 in order to maintain an isotropic bulk fluid as the side–side
interactions were increased, meaning face–face interactions were
weaker than would be the case for a typical OSC. As the alignment
at both solid and vapour interfaces is expected to depend on tem-
perature, due to competition between excluded-volume entropic
effects and attractive intermolecular interactions,43 several tem-
peratures between 0.56 and 0.84ε/kB were studied, correspond-
ing to a temperature range of 507–761 K for the representative
OSC systems described above, encompassing a range of temper-
atures where the OSCs-type molecules that are represented by
these GB parameters are liquid. A full list of the specific systems
studied is given in the ESI, Table S6.

Simulations were conducted with the fluid confined in the z di-
rection between two fixed interfaces parallel to the (x,y)-plane, as
illustrated in Fig. 2a: a particle-based solid surface at the bottom
and a perfectly flat wall at the top that interacts with the center
of each fluid particle with a repulsive harmonic potential,

uw(z) =

{
εw (z− zw)

2 , z > zw,

0, otherwise,
(1)

where zw is the wall position, εw describes the strength of the
wall–particle interaction, and z is the vertical position of the cen-
tre of the fluid particle. This repulsive wall was implemented at
the top surface of the fluid to maintain an approximately constant
average fluid density between systems with particles of the same
shape and to prevent evaporation. Similar to a vapour interface,
this wall constrained only the vertical position of the centre of
a fluid particle and placed no constraints on the position of the
particle surface defined by the repulsive part of the GB potential.
We will refer to this vapour-like interface as the "vapour interface"
in what follows, and note that it is comparable to the penetrable
walls used in previous studies of interface ordering of anisotropic

particles.57,58 In contrast, no part of a fluid particle could pene-
trate the solid surface.

The solid substrate was modelled as a single layer of either
atomistic graphene or silicon, positioned with atoms centred at
z = 0. These substrates have been shown experimentally to inter-
act strongly (graphene) or weakly (silicon) with OSCs and to give
rise to face-on and side-on orientations, respectively, of the com-
mon OSC polymer poly(3-hexylthiophene) (P3HT).52 Parameters
(non-bonded interactions and bond length) for graphene were
taken from the OPLS-AA force field64 for aromatic carbons (εLJ =

0.039ε, σLJ = 1.11σ , bond length = 0.44σ , for ε = 1.8 kcal/mol
and σ = 3.2 Å) and atoms positioned in the hexagonal lattice of
graphene with separation taken from the OPLS-AA force field as
the bond length for aromatic carbons.64 OPLS parameters were
also used for silicon65 (εLJ = 0.056ε, σLJ = 1.70σ) and atoms po-
sitioned to give the fcc(001) plane of silicon’s diamond cubic lat-
tice (lattice spacing of 1.69σ).66 Although εLJ is larger for sili-
con, the larger lattice spacing means that the overall attraction
of a single GB fluid particle to the substrate is weaker for sili-
con than graphene. An additional substrate with the same struc-
ture as graphene but with interactions that were twice as strong
(εLJ = 0.078ε, σLJ = 1.11σ) was also examined, which we will
call the "strong" substrate. The structures of these substrates are
shown in the ESI, Fig. S1. The mixing rules for combining GB pa-
rameters of two dissimilar particles,63 defined by eqns (S3)–(S8)
of the ESI, were used to model the fluid–substrate interactions so
as to maintain the correct shape dependence of the interactions.
The interaction range σ in eqn (S2) of the ESI was replaced by
the arithmetic mean, (σ +σLJ)/2, of the fluid and substrate inter-
action ranges for the fluid–substrate interactions. The substrate
parameters, and the influence of the type of substrate on the ori-
entation at both interfaces are given in full in the ESI (Table S4,
Fig. S2).

To give comparable steepness for the repulsive potential at the
vapour interface to the interaction with the solid substrate, the
value of εw was determined by fitting eqn (1) to the repulsive
part of the potential energy versus z of a single fluid particle rep-
resentative of perylene (κ = 0.36, κ ′ = 0.19) interacting with the
solid substrate in the face-on orientation for the region where the
potential energy was < 2kBT at T = 0.62ε/kB. This gave a value
of εw = 17.8ε for the graphene substrate and εw = 8.9ε for the sil-
icon substrate. The same values for each substrate were used for
both the attractive and repulsive surfaces, and the graphene value
also used for the "strong" substrate, as the strength of the wall
potential did not significantly affect the behaviour at the vapour
interface (ESI Fig. S2).

All simulations were conducted at constant volume and tem-
perature with the positions of the substrate particles fixed. Each
system consisted of 6000 fluid particles and 4680 (graphene) or
800 (silicon) substrate particles. The simulation timestep was
0.012 τ, which corresponds to 5 fs if the unit of mass m0 is taken
to be the molecular mass of perylene. Temperature was con-
trolled with a Nosé-Hoover thermostat67,68 and set to values of
0.56, 0.62, 0.73, or 0.84ε/kB. Most systems were constrained to
a constant overall volume fraction φav (that is, the volume frac-
tion calculated from the number density of all particles between
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Fig. 2 (a) Example of the system setup, with Gay�Berne (GB) �uid

particles con�ned between two surfaces: the impenetrable solid surface

consisted of a single layer of Lennard-Jones (LJ) particles, centered at

z = 0 (black dash-dot line), while a repulsive harmonic potential acted

on the centre of each �uid particle at the penetrable vapour-like inter-

face (dashed black line) to prevent evaporation. The plot at the top

right is representative of the form of this potential. The bulk region was

de�ned as being within ±3σS of the z coordinate of the centre of the

box (zmid, black solid line). zmax is the maximum z coordinate of any

particle during the simulation, σsub the diameter of a substrate particle,

and dotted black lines indicate the bounds of the bulk region. This re-

gion was su�ciently far from both interfaces that, except for a couple of

the systems that formed anisotropic phases, the �uid had uniform density

here. The position of the vapour interface, zv (green line), was de�ned as

the z-coordinate where the average density was equal to half the average

bulk value. The average molecular orientation at the vapour interface,

svap, was calculated as the average of s(z) from eqn (2) over particles

whose centres were at z coordinates within zv±σS/2 (region indicated

in �gure). The average molecular orientation at the solid interface, ssub,

was calculated by averaging s(z) over �uid particles whose centres were

within σS of the surface of the substrate (i.e. at z < σsub/2+σS, cyan

line). These de�nitions selected, to a good approximation, the particles

within the �rst �uid layer at either interface. Particles are coloured by the

orientational order parameter s(z) (which is −0.5 and +1, respectively,
for fully side-on and face-on orientations), averaged over the entire sim-

ulation of this system (κ = 0.4, κ ′ = 0.2, T ∗ ≡ kBT/ε = 0.73, substrate
= graphene). The particles in the two interfacial regions are coloured

by the average order parameter calculated over all particles within this

region, while all other particles are coloured according to the value of

s(z) corresponding to their z coordinate shown in (c). (b) Fluid density

ρ(z) and (c) orientational order parameter s(z) pro�les calculated over

the entire simulation of this system. The shaded areas correspond to

the interfacial �uid regions at the solid or vapour interface. Dashed and

dotted horizontal lines in (c) correspond to the values of ssub and svap
respectively. Additional ρ(z) and φ(z) pro�les can be found in the ESI,

section S5.

z = σsub/2, the surface of the substrate, and z = zw, the position of
the harmonic wall) of 0.39, corresponding to a real density on the
order of 1.1 g/cm3 if ε = 1.8 kcal/mol and σ = 3.2 Å. The z coor-
dinate of the harmonic wall, chosen to achieve the desired overall
volume fraction for the different values of κ, are given in the ESI
Table S1. Additional systems were examined at lower (0.28) and
higher (0.49) φav values to determine the dependence (if any) of
interfacial orientation on the system density. The pressure in each
system was measured as the normal force per unit area acting on
the solid substrate. The average pressure at equilibrium was gen-
erally < 200ε/σ3, but was up to 1200ε/σ3 for φav = 0.49.

To initialise the simulations, fluid particles were packed with
random positions and orientations into a large box (periodic in
x, y, and z, with x and y dimensions 10× the target values and
z dimension equal to the target value). For systems to be simu-
lated with the graphene substrate, the target x and y dimensions
were 34.48σ and 34.125σ , respectively, to enable periodic pack-
ing of the substrate particles; for the silicon substrate, the final
dimensions were x = y = 33.94σ for the same reason. The size in
the z dimension was used to control the volume fraction of fluid
particles and so depended on fluid particle size; the values for
various systems can be found in the ESI Table S1. A soft poten-
tial Usoft(r) = A

[
1+ cos

(
πr
rc

)]
for r < rc, where rc is is a cutoff

distance and A an energy pre-factor that varies the "hardness" of
the potential, was applied to remove particle overlaps (rc = 5σ , A
increased linearly from 0 to 16.7ε over 20,000 timesteps). Inter-
actions were changed from the soft potential to the GB potential,
and the box dimensions shrunk linearly over 50,000 timesteps at
a higher temperature of T = 0.88ε/kB to give the final dimensions
outlined above. To initialise the system in an isotropic phase, the
fluid particles were then allowed to equilibrate in the bulk sys-
tem at T = 0.88ε/kB for another 50,000 time steps. The periodic
boundary conditions in the z direction were then removed, and
the box extended in the z direction to give a region of vacuum
above the bulk fluid. The solid substrate was introduced below
the fluid, and the harmonic wall at the vapour interface was po-
sitioned at the z coordinate required to give the desired overall
volume fraction (ESI Table S1). The energy of the system was
then minimised to remove any overlaps between fluid and inter-
faces. The system was simulated for a further 510,000 timesteps
at the specified temperature, with the equilibration and correla-
tion time for the orientation of the top and bottom fluid layers de-
termined using pymbar’s timeseries module,69,70 which estimates
the equilibration time as the time that maximises the number of
uncorrelated samples (see ref. 71 for details). Only the data after
the equilibration time was used for further analysis. Although a
number of systems were simulated that were anisotropic in the
bulk (typically for the most anisotropic shapes and interactions;
see ESI Table S6 for a list of systems that formed anisotropic bulk
phases), the slow dynamics in these systems did not allow equi-
librium properties to be measured reliably over the time scales
that were simulated. Results are therefore only reported in the
main paper for systems with an isotropic bulk fluid phase.
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2.1 Purely repulsive particle simulations

As their interactions have, to a good approximation, no energetic
component, purely repulsive particles were used to determine the
contribution of entropy to molecular alignment at the solid and
vapour interfaces. For these purely repulsive particles, the shape
parameters described above (with κ = 0.30,0.35,0.40,0.45,0.50)
were used, and κ ′ was fixed at 0.2 (εS = 1, εF = 5). The GB
potential was cut-off and shifted to 0 at the minimum for each
orientation to obtain a purely repulsive potential,72 analogous to
the Weeks–Chandler–Andersen (WCA) truncation of the LJ poten-
tial.73 Likewise, a cut-off and shifted form of the fluid–substrate
interactions, using the mixing rules for combining GB parame-
ters of two dissimilar particles63 discussed previously, was used
for the interactions with the solid substrate. These simulations
were conducted at T = 0.62ε/kB at overall volume fractions be-
tween 0.1 and 0.5 using either the silicon or graphene substrate.
Although these systems are expected to be athermal, simulations
were also carried out for the silicon substrate at T = 0.8ε/kB to
verify this fact. A full list of the systems studied is given in ESI
Table S5. Data for the different substrates and temperatures was
combined to determine the scaling of interface orientation with
system parameters (see ESI, section S4).

3 Results and discussion

We have examined the orientation of anisotropic particles with
both attractive and repulsive interactions at solid and vapour in-
terfaces. The average molecular orientation as a function of the
coordinate, z, perpendicular to the interface was quantified by the
orientational order parameter

s(z) = 〈P2 (cosθ)〉z =
3
〈
cos2 θ

〉
z−1

2
, (2)

where θ is the angle between the short (unique) particle axis and
the z axis, and the average 〈· · · 〉z is over all fluid particles whose
centres were in the histogram bin centred at position z. A value of
1 indicates fully face-on alignment, and − 1

2 indicates fully side-
on. For isotropic orientations, s(z) = 0. Throughout this work, the
terms face-on and side-on will be used to describe any orientation
that is either predominantly face-on (s(z) > 0) or side-on (s(z) <
0), not just the fully aligned extremes. Representative density and
orientation profiles are shown in Fig. 2, and selected additional
profiles are given in the ESI, section S5.

For a bulk nematic GB fluid, the orientation at the vapour in-
terface has previously been shown to scale with the ratio of the
shape and interaction anisotropy parameters, κ/κ ′, with a face-
on orientation observed for κ/κ ′ < 1, and an side-on orientation
otherwise.37 For the systems studied in this work, in which the
bulk phase is isotropic rather than nematic and in which solid in-
terfaces are also considered, Fig. 3 shows that κ/κ ′ is not a good
predictor of orientation at either the solid or vapour interface. At
the vapour interface, the orientation does not appear to depend
on κ/κ ′ for κ/κ ′ > 1, although there seems to be a transition
to very marginally face-on orientations at κ/κ ′ < 1, as predicted
previously for bulk nematic fluids.37 The systems that display
a slightly face-on orientation are those with the most isotropic
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interactions studied here (κ ′ = 0.7), resulting in very slight ori-
entation preference, while those with the more face-on orienta-
tion are where side–side interactions are stronger than face–face
(κ ′ = 1.2). Stronger alignment could be achieved by decreasing
κ ′ (increasing interaction anisotropy), but the corresponding in-
crease in the shape anisotropy κ required to maintain κ/κ ′ < 1,
coupled with the more anisotropic interactions, would likely re-
sult in systems that are anisotropic in the bulk. At the solid in-
terface, there is a weak trend towards a more face-on orienta-
tion as κ/κ ′ decreases within each set of substrate/temperature
conditions, but there is a strong dependence on temperature and
κ/κ ′ = 1 does not correspond to the transition from side-on to
face-on orientation. This dependence on temperature points to
a significant entropic contribution, which is only accounted for
implicitly in the κ/κ ′ parameter through the shape anisotropy κ.

Thus, we have considered an alternative metric for predict-
ing the orientation at both solid and vapour interfaces based on
an estimate of the free-energy difference between the perfectly
face-on (θ = 0) and side-on (θ = π/2) orientations, which ex-
plicitly accounts for the roles of temperature and fluid–substrate
interactions. The overall free energy includes an entropic term,
∆S̄, described in section 3.1 and calculated based on the shape
anisotropy, κ, and bulk volume fraction, φ , of the system, and
an energetic term, ∆Ū , described in section 3.2 and based on the
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interactions between nearest-neighbour particles. The free en-
ergy difference per interface particle between perfectly face-on
and side-on orientations is calculated as

∆F̄ = ∆Ū−T ∆S̄. (3)

where overbars indicate per-particle quantities. A predominantly
face-on orientation is predicted for ∆F̄ < 0, and side-on for ∆F̄ >

0, with the degree of interface alignment expected to increase as
the magnitude of ∆F̄ increases.

3.1 Entropic component

Although a number of theories exist to quantify the entropy
difference between face-on and side-on interface configura-
tions,34,38,41–43 a simple, accurate, analytical expression for the
entropy as a function of system parameters is lacking, and a ne-
matic bulk phase is often assumed.38 Instead, we have taken a
semi-empirical approach, in which the entropy difference is mea-
sured in a comparatively small number of MD simulations of
purely repulsive particles, to obtain a universal scaling relation-
ship at the solid and vapour interfaces.

Due to the absence of attractive interactions, any alignment of
the purely repulsive particles at the solid or vapour interfaces can,
to a good approximation, be attributed entirely to entropy. The
Helmholtz free energy difference between two states of a system
can be calculated as ∆F = ∆U −T ∆S, which in the absence of an
energetic contribution (∆U = 0) gives ∆F = −T ∆S. The entropy
difference per interface particle between states of a system in the
NVT ensemble with perfectly face-on and side-on orientations at
an interface can then be estimated as

∆S̄ =−∆F̄
T

= kB ln
(

PF

PS

)
, (4)

where PF and PS are the probabilities of finding a fluid particle in
the solid or vapour interfacial region (defined in Fig. 2) in the per-
fectly face-on (cos(θ) = 1) and side-on (cos(θ) = 0) orientations,
respectively. The orientational probability distribution P(cos(θ))
versus cos(θ) was approximated as a normalized histogram of
observations of the value of cos(θ) for fluid particles found in
the interfacial region during the simulation, using evenly spaced
histogram bins of width ∆cos(θ) = 0.04 between cos(θ) = 0 and
cos(θ) = 1. PS and PF were taken as the histogram values of
the first (probability of 0 ≤ cos(θ) ≤ ∆cos(θ)) and last (proba-
bility of 1−∆cos(θ)< cos(θ)≤ 1) histogram bins, respectively. It
was verified that the histogram bin size was sufficiently small and
the number of histogram counts sufficiently large that further de-
creasing it had little effect on the calculated entropy difference.
Examples of the distribution of cos(θ) in the interfacial regions
are given in the ESI, Fig S6.

The orientation at the solid interface was found always to be
predominantly face-on, while a predominantly side-on orienta-
tion was exclusively found at the vapour interface (Fig. 4). In
both cases, the degree of alignment was found to depend system-
atically on the volume fraction of the bulk fluid and the shape
anisotropy of the fluid particles, with higher densities and shape
anisotropies giving a greater degree of alignment. It has previ-
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simulation time scale, and so are not included.)

ously been predicted that a variety of hard anisotropic particles
align with their long axis parallel to a solid substrate,38–42 as this
alignment maximises the free volume and hence is the entrop-
ically favoured orientation.38,42 The opposite argument can be
applied at the vapour interface, where the particles are able to
extend over the interface, increasing the free volume when their
long axis is perpendicular to the interface.34 Studies of hard ellip-
soids at penetrable walls also show this behaviour.57,58 Thus, for
oblate particles, a face-on orientation at the solid interface and
a side-on orientation at the vapour interfaces are predicted to be
entropically favoured, which is qualitatively consistent with the
results presented here.

Based on expectations from free-volume arguments38 that the
entropy difference between face-on and side-on interface configu-
rations of purely repulsive particles is controlled by the fluid den-
sity (or volume fraction) and molecular shape anisotropy, with the
entropy difference increasing with increasing density and shape
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anisotropy (decreasing κ for oblate particles), we have fit the en-
tropy difference at each interface for all systems to a power law
with a positive exponent for φ and a negative one for κ. The en-
tropy difference was found to have a quasi-universal power-law
dependence on φ/κ at the solid interface and on φ/κ1/2 at the
vapour interface, where φ is the bulk fluid volume fraction and κ

is the shape anisotropy, as shown in Fig. 5, although there is some
scatter in the data, particularly for the solid interface. The scaling
relationships that best fit the data in Fig. 5 were

∆S̄sub = 2.84kB

(
φ

κ

)2.61
(5)

at the solid interface and

∆S̄vap =−26.29kB

(
φ

κ1/2

)3.55
(6)

at the vapour, where a negative value favours a predominantly
side-on orientation and positive favours face-on. Note that these
empirical relationships were obtained for GB parameters ν = 1
and µ = 2 and may not be valid for repulsive GB potentials with
other ν and µ values.

While the scaling at the vapour interface with φ/κ1/2 is the
same for both substrates, the relationship between the entropy
difference and φ/κ for the silicon substrate is not as straightfor-
ward as that for the graphene substrate (Fig. 5a). Due to the
spacing of the substrate particles (ESI Fig. S1), the fluid–substrate
potential has more significant lateral corrugations at the silicon
interface compared with graphene. This induces a greater depen-
dence of the potential on the in-plane (x,y) coordinates compared
to graphene, which is much closer to an "ideal" planar solid sur-
face for which the potential depends only on the z coordinate.
Despite the additional variability, the overall scaling behaviour
follows the same trend at both substrates, and the fit to all the
data was used.

Overall, if entropy is the only contributing factor and the sys-
tem is isotropic in the bulk region, the orientation preference at
the solid interface is expected to be face-on, and side-on at the
vapour interface, consistent with previously published theories
and calculations.34–43,57,58 Increasing the effect of entropy, such
as by using higher temperatures, more anisotropic particles, or
higher pressures (to increase density), could be used to enhance
this alignment if desired at either interface.

3.2 Energetic component

The alignment of particles with attractive interactions at the solid
interface is complicated by attractive interactions of the fluid with
the substrate and within the fluid itself. Qualitatively, the face-
on orientation should be energetically favoured when the face–
substrate interactions are strong (although this will also depend
on the relative strength of the fluid face–face, side–side, and side–
substrate interactions), and the side-on orientation should be en-
ergetically favoured when the fluid particle’s face–face interac-
tions are stronger than both their side–side and face–substrate in-
teractions. Assuming that the fluid is isotropic everywhere except
for the layer adjacent to the interface, and that a fully face-on
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particle interacts with six nearest neighbours through side–side
interactions (hcp packing) while a side-on particle has two face–
face interactions and two side–side interactions (cubic packing
with inequivalent lattice spacing) with its nearest neighbours (as
found in simulations in which the interface layer was close to fully
aligned, as shown in ESI Fig. S7), the difference in energy per in-
terfacial fluid particle between a completely face-on orientated
interfacial fluid layer and a completely side-on oriented one can
be estimated to be

∆Ū = ŪF−ŪS

= [ŪFs +6ŪSf/2]− [ŪSs +(2ŪSf +2ŪFf)/2]

= ŪFs−ŪSs +2ŪSf−ŪFf, (7)

where ŪF (ŪS) is the interaction energy of a particle in the face-on
(side-on) orientation with its nearest neighbours in the interfacial
layer and with the substrate. (Note that the nearest-neighbour
fluid interactions are halved in these equations because each such
interaction contributes to the energy of two interfacial fluid par-
ticles.) Ūi j is the interaction energy in the face-on/face–face ori-
entation (for i = F) or side-on/side–side orientation (for i = S)
with the substrate (for j = s) or another fluid particle (for j = f).
For fluid–fluid interactions, the interaction energy in either the
face–face or side–side orientation was taken as the minimum of
the GB pair potential in the specified orientation. ŪFs and ŪSs

were calculated as the minimum in the interaction between a sin-
gle GB ellipsoid and the substrate in the face–face and side–side
orientations, respectively. As a particle-based substrate was used
in this work rather than being perfectly flat, the energy minimum
was averaged over 100 random positions on the substrate. Equa-
tion (7) also applies for the energy difference per fluid particle at
the vapour interface, but with the fluid–substrate interactions set
to zero, i.e. ŪFs = ŪSs = 0.

Although the consideration of only nearest-neighbour interac-
tions in the calculation of the interfacial energy difference is a ma-
jor simplification, it accounts for the most significant inter-particle
interactions due to the rapid decay of interaction strength with
inter-particle separation; for example, next-nearest-neighbour in-
teractions are only a few percent of the nearest-neighbour inter-
actions in the face–face orientation for the systems studied. Thus,
even though a more complex description of interfacial energetics
that includes more inter-particle interactions may be more quan-
titatively accurate, it is not expected to qualitatively affect our
findings.

3.3 Predicting alignment at solid and vapour interfaces

To predict the behaviour at both the solid and vapour interfaces,
we have used the free energy described in eqn (3), with the en-
tropic component determined from the bulk volume fraction and
shape anisotropy of each system as described by eqns (5) and
(6) for the solid and vapour interfaces, respectively, and with the
energetic component determined from the nearest-neighbour in-
teractions in the interfacial layer as described by eqn (7).

3.3.1 Solid interface

The average molecular orientation at the solid substrate, mea-
sured by the orientation order parameter ssub, shows excellent
universal scaling with the free energy difference defined by
eqn (3) for the entire range of systems studied, covering tem-
peratures from 0.56 to 0.84ε/kB, bulk volume fractions from 0.29
to 0.50, strongly and weakly interacting substrates, and shape
and interaction anisotropies corresponding to molecules as var-
ied as benzene, perylene, and porphine (Fig. 6a; see ESI Table S6
for a full list of systems). Interestingly, although systems with a
predominantly side-on orientation at the solid interface are ob-
served, they are relatively rare, being obtained in less than 15%
of cases. These side-on systems generally correspond to situations
for which the fluid particles have low shape anisotropy (high κ),
the system is at low temperature, and to a lesser extent the fluid
particles have high interaction anisotropy (low κ ′). The rarity of
the side-on orientation points to a dominant entropic contribution
in most systems studied.

On separating the free energy into its energetic (Fig. 6b) and
entropic (Fig. 6c) components, the reason for the preference for
the face-on orientation at this interface becomes clear. Over
the range of parameters studied, the energetic component varies
from favouring the side-on orientation by values typically in the
range of approximately 2ε, to the face-on orientation by a similar
amount. Over the same range of parameters, the entropic compo-
nent of the free energy always favours the face-on orientation by
between 1 and 5ε, increasing in magnitude as the shape becomes
more anisotropic. The combined result of these effects is an ori-
entation that is only side-on under conditions where the entropic
contribution is lowest (low temperature, low shape anisotropy)
or the energetic contribution highest (highly anisotropic interac-
tions). Although highly anisotropic interactions shift the ener-
getic term significantly towards favouring the side-on orientation,
high temperatures would be required in many cases to maintain
an isotropic bulk fluid, which would increase the mangitude of
the entropic term in the opposing direction, giving little change
to the overall free energy. This separation of the free energy into
its components also highlights that neither the energy nor the
entropy is sufficient to completely explain the observed interface
orientation, again emphasising the importance of both contribu-
tions for accurately predicting the orientation.

When examining the effect of the substrate on the interface
orientation, a slight dependence of the scaling of orientation with
free energy difference is observed, with the observed orientation
at the silicon substrate generally being shifted towards side-on
relative to systems at the graphene–structured substrate (with ei-
ther regular or strong interactions) for the same free energy dif-
ference (ESI Fig. S2). As described previously in the context of the
purely repulsive systems, this slight substrate dependence is likely
due to the looser packing of substrate particles in the silicon sub-
strate compared with the graphene substrate. This increases the
dependence of the fluid–substrate potential on the in-plane coor-
dinates of the fluid particle at the silicon substrate, which behaves
as a slighly penetrable surface, relative to the graphene substrate,
which is much closer to an "ideal" smooth impenetrable solid sub-
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strate. No dependence of the scaling relationship on the strength
of the fluid–substrate interactions was observed, however, with
the results at the graphene and "strong" (same particle arrange-
ment but double the interaction strength) substrates showing the
same behaviour. This result indicates that patterning of the sub-
strate may be an effective method to favour a more side-on align-
ment, as has been previously observed,74 although further study
would be required to fully understand this behaviour.

Although it appears difficult to significantly influence the inter-
facial orientation by tuning fluid–fluid interaction strength within
the realm of reasonable OSC parameters while the bulk fluid re-
mains in an isotropic liquid phase, the energetic component of
the free energy difference does have a strong dependence on the
strength of the fluid–substrate interactions. Switching from a
strongly (e.g. graphite) to weakly (e.g. silica) interacting sub-
strate has been shown experimentally19,45,47,52–56 and computa-
tionally46 to influence the orientation at the solid interface for
a range of OSCs. Fig. 7 highlights the relative importance of the
fluid–substrate interactions: the difference in energy on switching
from a strongly to weakly interacting substrate (e.g. graphene
to silicon) is comparable to changing the interaction anisotropy
from values close to those representative of benzene to perylene
(a significant structural change), and is sufficient to switch the
free energy from favouring face-on to side-on orientation in some
cases.

Although increasing the strength of the substrate–fluid interac-
tions will increase both the side–substrate and face–substrate in-
teraction strength, which make equal and opposite contributions
to the energetic component of the interface free energy differ-
ent in eqn (7), the face–substrate interactions are expected to
dominate for most cases studied in this work due to two fac-
tors. First, the stronger face–face interaction compared with side–
side interaction (κ ′ < 1) typical of OSCs leads to the strength of
face–substrate interactions increasing more rapidly than that of
side–substrate interactions when the substrate–substrate interac-
tion strength is increased isotropically, given the mixing rules for
fluid–substrate interactions. Second, for oblate (κ < 1) particle
shapes typical of OSCs (all the systems studied in this work),
a face-on particle interacts with more substrate particles than
a side-on particle, and so the strength of the interaction of a
fluid particle with the whole substrate increases more rapidly for
face-on particles than for side-on particles when the substrate–
substrate interaction strength is increased isotropically, even if
the fluid particles have no interaction anisotropy (κ ′ = 1). Over-
all, while changing the fluid–fluid or fluid–substrate interactions
are both plausible ways of influencing the energy, large struc-
tural changes would likely be required chemically to significantly
change the fluid–fluid interaction anisotropy, which will likely
also change the shape anisotropy and bulk phase behaviour of the
fluid. It should generally be much simpler to change the nature
of the solid substrate.

The fluid particles studied here are representative of small OSC
molecules such as perylene that do not have any side-chains, but
many OSCs feature alkyl side-chains designed to enhance their
solubility. The different chemical nature of the backbone and
side-chain (one being a conjugated π-system, the other an alkyl
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chain) means that changing the substrate to favour interactions
with either one or the other should enhance either the face-on
(strong backbone–substrate interactions) or side-on (strong side-
chain–substrate interactions) orientations at the substrate inter-
face. Although we do not consider any molecules with side-
chains here, the impact of side-chains can be approximated in the
coarse-grained modelling framework used in this work by con-
sidering their effect on the overall fluid–substrate interactions: a
substrate that is more strongly attracted to the side-chains (par-
ticle side) will energetically favour the side-on orientation. This
behaviour has been observed experimentally, for example though
treatment of a substrate with a self-assembled monolayer of oc-
tadecyltrichlorosilane (OTS).75

3.3.2 Vapour interface

In contrast to alignment at the solid interface, which depends
on the fluid–fluid and fluid–substrate interactions, the energetic
driver for orientation at the vapour interface is simply expected to
be related to the relative strength of the interactions for a face-on
and side-on fluid particle with other fluid particles in the inter-
facial layer. Face–face interactions are maximised in the side-on
orientation, so increasing the strength of these interactions is ex-
pected to promote the side-on orientation. Compared with the
solid interface, the vapour interface does not show as clear uni-
versal scaling of the molecular orientation with the interface free
energy parameter in eqn (3), but a strong trend with the free en-
ergy is still observed (Fig. 8a). Where κ ′ < 1, the orientation at
this interface converges towards isotropic at the vapour interface
as the free energy approaches zero, and becomes more aligned as
the free energy magnitude increases. At high values of κ ′ (low in-
teraction anisotropy), the energetic component (Fig. 8b) shifts to-
wards very slightly favouring a face-on orientation, qualitatively
consistent with previous predictions of ordering of bulk nematic
fluids at the free interface.37

Several systems were also examined with κ ′ > 1, correspond-
ing to stronger side–side than face–face interactions, as it is ex-
pected to promote the face-on orientation at the vapour interface.
Even with reduced face–face interaction strength, bringing them
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outside the range of typical OSCs, most of these systems did not
remain isotropic in the bulk. The two that did were the least
anisotropic in shape and are the face-on outliers at ∆Ū−T ∆S̄≈ 2ε

in Fig. 8a. While this result shows that it is possible to achieve a
slight face-on orientation at the vapour interface for anisotropic
particles while still maintaining an isotropic bulk phase, these
points do not fall in the region where the simple free-energy pre-
dictor presented here predicts a face-on orientation.

The deviation from universal scaling at the vapour interface
is likely due to several factors. Firstly, for a number of the sys-
tems, particularly those at high density, the pressure, measured
as the normal force on the substrate, was relatively high – up to
1200ε/σ3 in some cases. Examining the dependence of the re-
lationship between svap and the free energy on system pressure
(ESI, Fig. S9b) shows more extreme side-on orientation (lower
values of svap) at higher pressures for the same value of the free
energy. While the orientation at the solid interface also shows
a slight pressure dependence (ESI, Fig. S9a), the effect at the
vapour interface is more pronounced. As the vapour interface is
constrained by a repulsive harmonic wall, interacting with the
centers of each fluid particle, high pressures correspond to a
strong interaction between the fluid particles and this wall, ar-
tificially suppressing fluctuations and in some cases (e.g. ESI,
Fig. S5a) resulting in a density enhancement relative to the bulk
and oscillations in the density profile that are not representative
of a true vapour interface.

Secondly, as the energetic component of the interfacial free
energy in eqn (7) is calculated assuming an idealised packing
structure for a fully face-on and side-on interfacial layer, varia-
tions in the packing structure at the interface reduce the accu-
racy of the estimated free energy. The positions of fluid parti-
cles are less strongly constrained by the vapour interface than
the solid substrate, and the side-on packing that predominates at
the vapour interface appears to be less robust to disorder than
the face-on packing that predominates at the solid interface, due
to the tendency of nearest neighbours to be displaced parallel
or angled slightly with respect to one another. Weaker ordering
at the vapour interface results in molecular packings that devi-
ate from the idealised structures, as shown in the ESI in Fig. S8.
Similarly, the calculation of the energetic component of the free
energy based solely on the fully face-on and fully side-on con-
figurations means that the predictability of the model is likely to
be poorer for systems with interfacial orientation that is closer to
isotropic.

Despite these complications, the results indicate that it is diffi-
cult to obtain a face-on orientation under equilibrium conditions
of isotropic bulk GB fluids for parameters representative of OSCs.
For the systems studied here, the interaction energy favours the
face-on orientation when the interaction strength is the most
isotropic (κ ′ = 0.7) of the values studied (Fig. 8b), though only
marginally, and more significantly when κ ′ is increased to > 1. In
all cases, however, the entropic term (Fig. 8c) is sufficiently large
that the overall free energy still predicts the side-on orientation.
While significantly lowering the temperature would help to tran-
sition to the face-on orientation by reducing the entropic contri-
bution, this is likely to result in a transition to a liquid-crystal or

crystalline bulk phase. On the other hand, reducing the entropic
component by reducing the shape anisotropy is likely to lead to a
more isotropic interface orientation.

It has previously been shown that the orientation of similar GB
particles at a nematic–vapour interface can be easily switched be-
tween face-on for κ/κ ′ < 1 to side-on κ/κ ′ > 1,37 whereas only a
very slight preference for the face-on orientation was observed if
κ/κ ′< 1 for the isotropic-bulk systems studied here (Fig. 3b). The
greater propensity for a nematic bulk fluid to give the face-on ori-
entation at the vapour interface compared with an isotropic bulk
fluid can be understood qualitatively in terms of differences be-
tween the interfacial energy of the face-on relative to the side-on
orientation in the two cases. For the isotropic fluid, this energy
is described by eqn (7), whereas for the nematic fluid, interac-
tions with the adjacent anisotropic fluid layer must also be taken
into account. Assuming that, compared with the isotropic fluid,
each fluid particle in the interfacial layer of the nematic fluid in-
teracts with an additional particle of the same orientation in the
next fluid layer, the face-on orientation is predicted to be more
energetically stabilised relative to the side-on orientation in the
nematic fluid than in the isotropic fluid for the systems studied
here with κ ′ < 1 and in ref 37, for which the face–face interac-
tions were always stronger than the side–side ones (κ ′ < 1).

3.4 Guidelines for controlling OSC interface orientation
In all manner of OSC-based devices, orientation at interfaces has
been correlated with device performance.9–18,21–24 Reliably con-
trolling the orientation at these interfaces is therefore an impor-
tant step towards designing high-performing molecules for com-
mercial applications. Based on the results presented in the pre-
vious sections, we propose several general guidelines, which are
supported by empirical evidence, for how the molecular struc-
ture, interface, and processing conditions may be tuned to shift
towards the desired alignment at these interfaces.

Increased shaped anisotropy promotes a face-on orientation
at the solid interface, and side-on at the vapour. A number
of experimental studies have shown that backbone planarisation
(induced by fluorination of the backbone,16,76,77 or extending the
conjugation of the backbone, such as by adding aromatic compo-
nents between the backbone and side-chains,17 both of which
can be associated with an increase in shape anisotropy) results
in a more face-on orientation at the donor–acceptor interface in
OPVs. It should be noted that both of these chemical modifica-
tions will also influence the energetics, so an interplay between
changes in interaction strength and shape will control the orien-
tation at the interfaces.

Stronger fluid face–face (or weaker side–side) interactions
promote side-on orientation at both interfaces. Enhancing
the hydrogen-bonding capabilities of a small molecule in the side–
side direction has recently been shown to promote a more face-on
orientation at a solid substrate,78 consistent with the predictions
of our model. However, other methods to tune the interaction
anisotropy, such as introducing longer/bulkier side-chains that
may block the face of the molecule or deplanarising the backbone,
also change the shape anisotropy, which may have the opposite
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effect on interface orientation.

Increasing the interaction strength of a solid substrate pro-
motes the face-on orientation at the solid interface. There
are many published examples of substrates that interact more
strongly with the semiconductor shifting the orientation towards
face-on,19,45–47,53–56 consistent with the behaviour observed here
for different substrates. Choosing a substrate that interacts
favourably with either OSC backbone or side-chains may there-
fore be an effective means of tuning the orientation at this inter-
face.

Processing conditions that favour entropy promote face-on
orientation at the solid interface, and side-on at the vapour.
In cases where the equilibrium orientation is face-on at the solid
interface (which appear to be many), processes such as melt an-
nealing may allow the equilibrium orientation to be obtained,
even if deposited through a non-equilibrium method in the oppo-
site orientation.52,79 However, when considering high tempera-
tures, care should be taken to ensure that the orientation remains
in the entropically favoured orientation as the system is cooled
down, which can be achieved by rapid quenching, as the degree
of alignment will be a function of temperature.

Conditions for which the bulk fluid is anisotropic, or side—
side interactions are stronger than face–face ones, can give
the face-on orientation at the vapour interface. From our
predictions based on the behaviour of a bulk isotropic fluid, the
face-on orientation at the vapour interface is difficult to achieve,
although it could be obtained by systems with stronger side–side
than face–face interactions (e.g. by chemical functionalisation of
the aromatic core of the OSC). The interface orientation of liquid
crystal fluids has previously been shown to be much more vari-
able.37 Under appropriate conditions, many OSCs form liquid-
crystal phases, meaning the predictions of ref 37 based on the
shape and interaction anisotropy can be applied to tune the ori-
entation at the vapour interface.

Non-equilibrium processing can result in different behaviour
than that predicted here. The above guidelines were proposed
based on equilibrium behaviour, but could be circumvented using
non-equilibrium methods to potentially reach the more difficult
to obtain orientations (face-on at the vapour interface, side-on
at the solid interface). Many common device processing tech-
niques, such as vapour deposition (see refs 80 and 81 for ex-
tensive reviews of this method and how processing temperature
can influence the orientation), spin coating, or blade coating, are
non-equilibrium in nature and so will not necessarily result in the
equilibrium structures predicted in this work.

4 Conclusions

Through the use of classical simulations of oblate ellipsoidal fluid
particles, this work provides a general analysis of how particle
shape and interaction anisotropy influence the equilibrium orien-
tation of a wide variety of isotropic liquids at interfaces with both
a solid and vapour-like phase. For a range of parameters span-
ning a subset of organic semiconductor (OSC) space, different
substrate types, and different thermodynamic conditions, we find

remarkable universal scaling of interface orientation with a sim-
ple interfacial free energy parameter based on nearest-neighbour
pair interactions and the interfacial entropy of purely repulsive
particles of the same shape. Based on these results, we propose
several practical methods for achieving the desired orientation at
both interfaces, which we hope provide a pathway towards the
rational design of high performing OSC-based devices.

At the interface with a solid, the entropically favoured orien-
tation is face-on, consistent with previous theories based on ex-
cluded volume entropic effects. Even when attractions are intro-
duced, the orientation is largely influenced by the entropy and
can be tuned by modifying the shape anisotropy. The side-on
orientation is more difficult to obtain, but can be achieved most
simply by using a substrate that interacts weakly with the face of
the fluid particle (or strongly with its side).

The entropically favoured orientation at the vapour interface is
side-on, in contrast to the alignment at the solid substrate, but
again can be rationalised through excluded-volume entropic ef-
fects. Importantly, in all cases studied here, the orientation at the
vapour interface of a fluid that is isotropic in the bulk is predicted,
and generally observed, to be side-on. Conditions for which the
face-on orientation is favoured appear to be difficult to achieve
for an isotropic bulk liquid phase for interactions typical of OSCs,
but can be obtained if the system has a bulk liquid-crystal phase.
Tuning of molecular shape and interaction parameters can result
in a shift towards a more isotropic interfacial layer.

Many open questions remain in this area, such as how side-
chains, biaxiality, degree of polymerisation, multiple fluid com-
ponents, or non-equilibrium processes such as pre-aggregation of
molecules in solution during solvent evaporation, influence the
orientation, but we hope that this work provides a useful starting
point for understanding some simple methods for how interfacial
orientation can be systematically tuned. Additionally, although
this work focuses on oblate ellipsoidal particles, representative of
molecules such as perylene, similar arguments should be applica-
ble to prolate molecules such as pentacene. Further studies that
account for interactions with the surrounding layers may allow
this analysis to be extended to the non-isotropic systems that may
be more typical of certain OSC molecules.
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