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Notation

General notation

u = (Uh)heH

u = (Up)nen

U = [ugn)geg,nen (square brackets)
diag(v,,n € N)

{ her eg. ({X(8)}e>)

Denotes a row-vector, u, defined by its elements,
up, indexed by h € H, where H is some index set.
A row-vector defined by a collection of row-
vectors uy. The notation w,, = (up)pen,, refers
to the vector containing the subset of elements
corresponding to H,, € H. When the index
set is empty, the resulting vector u,, is a vec-
tor of dimension 0. In cases when there are
two indices, we order the elements of the vec-
tor according to the first index, then the second;
ie. u = (u}gl)gegﬁeq.[ = ((ug)geg>h€7.[. Here we
use the convention that for a vector u = (u)pen
where the elements u do not depend on the in-
dex h and H is some index set, then we repeat u
h-times; i.e. u = (U)per = (U, ..., u).

—_——

r—times

Denotes a matrix defined by its elements, or sub-
blocks, ugp,.
A matrix with diagonal elements {v,,n € N},
and all off-diagonal elements are zero.
Curly braces denote a sequence and the subscript
denote the index set for the sequence. The sub-
script may be omitted in it is not necessary.
The left limit at x.
The right limit at x.
The transpose of a vector or matrix (e.g. v’ de-
notes the transpose of v).
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Glossary of Symbols

1()
a®

B(t) = [y [re (X (2))] dz
Bx(t)

n(w) =inf{t > 0: B(t) = w}

nx(y)

e(P)

plo(t)(:, 5s o, 1)

T QIGVE)

ﬁ%()‘)('aj; Lo, Z)

A (N (- g o, 1)

Contents

The Kronecker product and sum, e.g. A ® B the
Kronecker product of matrices A and B. See Ap-
pendix A.2.

The indicator function (equal to 1 when the ar-
gument is true, otherwise equal to 0)

See entry for {Z®)}.

The total unregulated amount of fluid that has
flowed into or out of the second buffer during
[0,t]. See Section 2.4.2.

The in-out fluid level (equal to fot |co(2)| d2). See
Section 2.3.1.

The first time the accumulated in-out amount for
the second fluid hits level w. See Section 2.4.2.
The first hitting time of the in-out process
{Bx(t)} on level y > 0. See Section 2.3.1.

A “small” error term which we get to choose so
long as it tends to zero as p — oco. This is set

to Var (Z (p))1/3 in the convergence arguments. It
arises in the application of Chebyshev’s inequal-
ity.

The time of the mth down-up and up-down tran-
sition of the QBD-RAP, respectively. See Sec-
tion 5.1.

The time of the mth down-up and up-down tran-
sition of the fluid queue, respectively. See Sec-
tion 5.2.

The joint density /mass function of the fluid queue
restricted to level ¢y. See Section 5.2.

The joint density/mass function of the fluid queue
restricted to level £y partitioned on the event that
there are m down-up or up-down transitions, and
i €S8, 7 €S, See Section 5.2.

The Laplace transform with respect to time of
Mﬁo(t)(.7j; Qfo,i).

The Laplace transform with respect to time of
/“LgO (t)('7 Ji o, Z)
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{¢(t)}t20
{e* (1) }izo

W(s)

Wx(A) = [¥x(V)]

1€Sy,jES_

Gw(E) =inf{t > 0: W(t) € E}

(x(E)

A

1X

The stationary density operator of a fluid-fluid
queue. See Equation (2.20).

The phase variable of the QBD-RAP approxima-
tion to a fluid queue.

The rth basis function of the DG approximation
scheme on cell k (i.e. the rth basis function of
Wi). See Section 2.5.

A row vector of the basis functions on cell k. See
Section 2.5.

Phase process of the fluid process.

Phase process of the augmented state space fluid
process. See Section 4.3

The first-return operator of the second fluid level
which maps initial distributions of the driving
fluid queue, to the distribution of the fluid queue
at the time that the second fluid level first returns
to its initial level. See Section 2.4.3.

A test function.

The Laplace transform of the first return time to
a fluid queue. See Section 2.3.1.

The first orbit restart epoch of the approximating
QBD-RAP. See Section 5.1.

The nth orbit restart epoch of the QBD-RAP. See
Section 6.1.

The minimum of the first time the level variable
of the fluid queue hits the cell edges yo, ..., Yri1,
or the fluid queue leaves the boundary. See Sec-
tion 5.1.

The nth time the level process of the fluid queue
hits yo, ..., Y11, or leaves the boundary. See Sec-
tion 6.1.

The stopping time which is the first time that the
second fluid level hits the set E.

The random variable which is the first hitting
time of {X(¢)} on a set E. See Section 2.3.1.
The space of initial vectors @ € A such that
aeS”s is a valid probability density function. See
Section 2.6.
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B

p(@)

C,, = diag(|c;|,i € Spn), m € {+,—,0}

C.
C = C_
Co

C, = diag(c;,i € Sp), m € {+,—,0}

Contents

The orbit process of a QBD-RAP (or RAP). See
Section 2.6.

The generator of a fluid queue. See Section 2.4.1.
An approximation to the generator of an un-
bounded fluid queue.

An approximation to the generator of a bounded
fluid queue.

A bound defined in Lemma 6.7. The dependence
on p may be omitted.

A diagonal matrix of the absolute value of rates
of a fluid queue for a subset of phases.

A diagonal matrix of the absolute value of rates
of a fluid queue.

A diagonal matrix of fluid queue rates for a subset
of phases.

A diagonal matrix of fluid queue rates.

The rate of change (with respect to time) of the
level variable of a fluid queue when the phase vari-
able is 1.

The jump matrix of the QBD-RAP approxima-
tion. See the end of Section 4.2.3.

The generator of U(y, s).

Convenient notation for the approximation cell at
the lower boundary of a bounded fluid queue.
Convenient notation for the approximation cell at
the upper boundary of a bounded fluid queue.
The “cells” of the approximation schemes. Equal
t0 [Yk, Ypr1) for i € S USy or (yx, Y] fori € S_.
The kth cell of the approximation scheme, D) =
Yk Yry1)-

The width of approximation cell k. The subscript
k may be dropped when A, is equal for all cells.
A vector of all ones.

A vector of all zeros except there is a 1 in the 7th
position.

An exponential random variable with rate A > 0.
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7

(2

F,

f(SE,t) = (fi(x7t>>i65
ffm(p) (t)(x, j; 0, 1)

g(x)a g1, 92,
G

G

G, Gy

Gy

H(\y) = [hij()‘7y)]i7jeS+U57

Fr=uel0,b]:ri(u)>0

F=uel0,b]:ri(u) <0

FP=uel0,b]:ri(u) >0

X1

The set of values u € [0, b] such that the second

fluid rate for phase ¢ € § is positive. See Equation
(2.19).

The set of values u € [0, ] such that the second

fluid rate for phase i € § is negative. See Equa-

tion (2.19).

The set of values u € [0, b] such that the second

fluid rate for phase i € § is zero. See Equation
(2.19).

The flux matrix for the flow of mass from cell k

to cell [ € {k—1,k+ 1}, for the DG scheme. See
Sections 2.5 and 3.3.

The density of a fluid queue at time ¢ evaluated
at X (1) = (X (1), 9(1)) = (x.1).

A vector of density functions of a fluid queue.

The QBD-RAP approximation to the joint den-

sity /mass function of the fluid queue restricted to

level /3. See Section 5.1.

The QBD-RAP approximation to the joint den-

sity/mass function of the fluid queue restricted

to level £, partitioned on the event that there are

m down-up or up-down transitions, and 7 € S,

j € 8,. See Section 5.1.

The Laplace transform with respect to time of

o () () 55 20,1).

The Laplace transform with respect to time of
R (1), i 0, ).

Arbitrary functions satisfying Assumptions 5.1.

A bound on g¢,¢1,92,.... < G. See Assump-

tions 5.1.

A bound on [~ g(x)dz < G, [ gr(z)da <

~

G, k=1,2,.... See Assumptions 5.1.

Bounds on closing operators. See Properties 5.2.
The stiffness matrix for cell k of the DG scheme.
See Sections 2.5 and 3.3.

The Laplace-Stieltjes transform of the time taken
for y amount of fluid to flow in or out of the fluid
queue and to be in phase j at this time, given
the initial level of the fluid queue was 0 and the
initial phase was i. See Section 2.3.1 and 5.3.



xii
H™(\y) = [h%lm(/\7 y)]i,esm,jesm ’
m € {—I—, —}
H™(\y) = [h?}n()" y)}i,ESmUESn )

m,n € {+,—},m#n

k(t) = aeSt/(acdte)
Ko =1{0,1,... K}
K={-1,K+1}uU{0,1,...K}

K =A{k € K | (Dy; N F™) where [ is
Lebesgue measure.

Km = U K", m e {+,—,0}.

€S
{L(t)}i=0
L
M,

ME(a, S,s) (or ME(a, S))

pi(E)

ﬁij? 27] € 87 ke {_17K+1}

Contents

The Laplace transform (with respect to time) of
the time taken for the fluid level to shift by an
amount y whilst remaining in phases in S, US,,0,
given the phase was initially i € S,,. See Sec-
tion 2.3.1 and 5.3.

The Laplace transform (with respect to time)
of the time taken for the fluid level to shift
by an amount y whilst remaining in phases in
S, U S0, after which time the phase instanta-
neously changes to j € §,,, given the phase was
initially ¢ € §,,,. See Section 2.3.1 and 5.3.

A row-vector valued function related to the orbit
process of the QBD-RAP.

The index set for the interior cells/intervals for
the approximation schemes.

The index set for the cells/intervals for the ap-
proximation schemes.

The set of indices of the cells which are subsets

of FI". Then |J Dy, and F;" are equal up to a
ke
set of M -measure 0.

The level process of a QBD-RAP. See Section 2.6.
The Lipschitz constant of ¢, g1, ¢2,.... See As-
sumptions 5.1.

The mass matrix for cell k£ of the DG scheme. See
Sections 2.5 and 3.3.

A matrix exponential distribution with initial
vector a, generator S, and closing vector s. The
closing vector may be dropped from the notation
when it is assumed that s = —Se. See Sec-
tion 2.6.

The stationary point-mass operator of a fluid-
fluid queue. See Equation (2.21).

The probability of a phase change of a fluid queue
from phase ¢ to phase j which occurs instanta-
neously upon the fluid queue hitting the lower
boundary at 0.
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Dijs 1, €S, ke {-1, K+ 1}

P—+ = [ﬁij]ies_,je&

P,O = [ﬁij]ies_,jeso

P__ = [pijlies_jes_
P+— = [@j]ie$+7jes_

P,y = [Dijlies, jeso

P = [pijlies. jes,

Q()‘): m e {+a _}
R(x) = diag(ri(z))

R

ri(x)

R, R,

xiii

The probability of a phase change of a fluid queue
from phase ¢ to phase j which occurs instanta-
neously upon the fluid queue hitting the upper
boundary.

A matrix describing the probability of transition-
ing from a negative phase to a positive phase
upon the first fluid level hitting the lower bound-
ary.

A matrix describing the probability of transition-
ing from a negative phase to a phase with rate
zero upon the first fluid level hitting the lower
boundary.

A matrix describing the probability of transition-
ing from a negative phase to a negative phase
upon the first fluid level hitting the lower bound-
ary.

A matrix describing the probability of transition-
ing from a positive phase to a negative phase
upon the first fluid level hitting the upper bound-
ary.

A matrix describing the probability of transition-
ing from a positive phase to a phase with rate
zero upon the first fluid level hitting the upper
boundary.

A matrix describing the probability of transition-
ing from a positive phase to a positive phase upon
the first fluid level hitting the upper boundary.
The generator of H(A,y). See Section 2.3.1 and
5.3.

The diagonal matrix function of rates of the sec-
ond level process of a fluid-fluid queue.

The operator which maps measures to the same
measures divided by the rate of the second fluid
level. See Section 2.4.2.

The rate of change of the second fluid level of a
fluid-fluid queue when the phase is ¢ and the first
level is x.

The residual time of Z; given Z; > u.

Bounds on closing operators which tend to 0 as
p — 00. See Properties 5.2.
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r (n)(p)

r3(u + v)

S=1{1,.,N}
Siasi

S, —{ieS|e>0)
S —{ieS|e<0)
So={ieS|e =0}

s

SmO
Sl;F ={ieS|ri(z) >0,V € Dy;}
S ={ieS|rix)=0,Vr €Dy}

S, ={ieS|ri(x) <0,V € Dy,}

Sp={ieS|r(z)#0, Ve € Dy,;}.

T = [T}]

.....

Contents

An error term defined in Corollary 5.10. The de-
pendence on (p) may be suppressed.

An error term defined in Lemma 5.11. The de-
pendence on (p) may be suppressed.

An error term defined in Corollary 5.12. The de-
pendence on (p) may be suppressed.

An error term defined in Lemma 5.13. The de-
pendence on (p) may be suppressed.

An error term defined in Lemma 5.13. The de-
pendence on (p) may be suppressed.

An error term defined in Lemma 5.17. (There is
no dependence on p.)

See entry for {Z®)}.

The state space of {¢(t)} and {¢(t)}.

lc;|S and |¢;|s.

The set of phases of a fluid queue for which the
rate of change of the fluid level is positive.

The set of phases of a fluid queue for which the
rate of change of the fluid level is negative.

The set of phases of a fluid queue for which the
rate of change of the fluid level is equal to 0.

See entry for {Z®)}.

A copy of S which is only accessible via S,,, m €
+,—.

Phase of a fluid queue where the rates of the sec-
ond fluid are positive on the sets Dy ;, ¢ € S.
Phase of a fluid queue where the rates of the sec-
ond fluid are positive on the sets Dy ;, ¢ € S.
Phase of a fluid queue where the rates of the sec-
ond fluid are positive on the sets Dy ;, © € S.
Phase of a fluid queue where the rates of the sec-
ond fluid are non-zero on the sets Dy, i € S.
The generator of a CTMC which is the driving
process of the fluid queue.

The space of function in which we formulate the
DG approximation for cell k£ (the set of polyno-
mials of order py).

The space of function in which we formulate the
DG approximation (also used as the set of test
functions).
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Uy, s) = [[UEJK(% S)]iESIZJGSe'} ke bek+UK—
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{X(t)}eo
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{Ya” (1) }zomez

{ 7(p) }p

XV

The Laplace transform of the operator which
maps the initial distribution of a fluid queue to
the distribution of the fluid queue at the time
that the in-out fluid if the second fluid level, 5(t),
reaches y, given W(0) = 0 and the driving fluid
process was initially at ¢(0) = ¢ and X (0) = x.
Defined for indices k € KTUK ™,/ € KT UK™,
and ¢ € Sp, j € S). See Section 2.4.2.

The operators U} (y, s) assembled into a matrix.
See Section 2.4.2.

The semigroup which maps the initial distribu-
tion of a fluid queue to the distribution at time t.
(The transition operator). See Section 2.4.1.
The variance operator.

A closing operator. See Section 4.7.
A sequence of closing operators.
ties 5.2.

The second fluid level of a fluid-fluid queue which
is bounded below at 0.

The second fluid level of a fluid-fluid queue which
is unbounded.

The fluid level of a fluid queue which is bounded
below at 0 and above at b > 0.

The fluid level of a fluid queue which is bounded
below at 0 and unbounded above.

The fluid level of a fluid queue which is un-
bounded.

The fluid process X (t) = (X (¢), p(t)).

The QBD-RAP approximation to a fluid queue.
The process formed by observing the QBD-RAP
at the orbit restart epochs {Yogp)(n)}nzo,nez =
{LD@"), o) Yzonez.

A ME distributed random variable with parame-
ters (o, S).

A ME distributed random variable with parame-
ters (o, |¢;|S).

A sequence of ME random variables with
Var (Z(p)) — 0 as p — oo, where each Z® has
parameters a®, §®) s

See Proper-
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Abstract

A Fluid queue is a piecewise-linear stochastic process where the driving process is a
continuous-time Markov chain. Fluid queues provide a model for a single continuous
performance measure of a system in the presence of a random environment. Fluid queues
have found a wide variety of applications including risk processes, telecommunications,
and environmental modelling, among others. A fluid-fluid queue is a stochastic fluid
queue, where the driving process is a fluid queue itself. Given the success of fluid queues
it is plausible that the extension to fluid-fluid queues, which enable us to track two
continuous performance measures of a system, will also find success. Bean & O’Reilly
(2014) provide an analysis of fluid-fluid queues and derive operator-analytic expressions
for the first-return operator, and stationary distribution of a fluid-fluid queue.

This thesis provides approximations to fluid queues so that we can approximate the
operators in Bean & O’Reilly (2014). It investigates three main approximation schemes;
the DG scheme (Chapter 3) which is a popular finite-element scheme, the uniformisation
scheme of Bean & O’Reilly (2013a) which approximates a fluid queue by a continuous-time
Markov chain (specifically, a quasi-birth-and-death-process (QBD)), and the QBD-RAP
scheme which is a generalisation of a QBD to allow matrix exponential inter-event times.
The QBD-RAP scheme is novel; we describe the construction of the scheme in Chapter 4,
and provide an analysis to show that it is convergent in Chapters 5 and 6. We demonstrate
the effectiveness of the approximation schemes in Chapter 7, focussing on problems with
discontinuous solutions. In general, we find that the DG scheme performs remarkably
well for smooth problems, but can produce oscillations solutions and negative probability
estimates in the presence of discontinuities, the QBD-RAP approximation performs well in
the presence of discontinuities, but does not perform as well as the DG scheme for smooth
problems; the uniformisation scheme produces reliable approximations in the presence of
discontinuities, but its numerical convergence is slowest.
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Chapter 1

Introduction

A fluid queue is a two-dimensional stochastic process {X (t)} = {(X(¢),¢(t))}+>0. The
phase process, also known as the driving process, {¢(t)}+>0, is a continuous-time Markov
chain (CTMC) and determines the rate at which {X(¢)} moves. The level process,
{X () }+>0, is real-valued, continuous, piecewise linear and deterministic given {¢(t)}.

Typically, the phase, ¢(t), represents the underlying operating state or environment
of a system at time ¢. The level variable, X (¢), describes some continuous variable of the
system. Stochastic fluid queues have found a variety of applications such as telecommu-
nications (see Anick et al. (1982), a canonical application in this area), power systems
(Bean et al. 2010), risk processes (Badescu et al. 2005), environmental modelling (Wurm
2020), dam storage (Loynes 1962), and more. For example, Anick et al. (1982) model
a data handling switch in which there are N information sources which asynchronously
switch from ON to OFF, or OFF to ON. The phase process ¢(t) models the number of
data sources which are ON at time ¢, and the rate at which data is received from a single
source when the buffer is on is assumed to be 1 (without loss of generality). The switch
stores data in a buffer and processes the data at rate ¢, thus the net rate of change of
the buffer at time ¢, when there are r information sources which are ON, is » — ¢. The
level process, X (t), models the amount of data in the buffer at time ¢, and the rate at
which X () changes when ¢(t) = ris ¢, = (r —¢) x 1(X(t) > 0). The model described
above could be used to aid in the analysis and design of the data handling switch, for
example, by determining the minimum processing rate ¢ for which the system is stable in
steady state. In practical terms, the minimum processing rate ¢ determines the minimum
processing power of the switch so that it is sufficient to prevent the amount of data in the
buffer growing without bound.

The success of fluid queues largely lies in their mix of flexibility, any (finite) number of
phases can be used, and their parsimony and analytic tractability which enables effective
transient and stationary analysis (such as the analyses Ahn et al. (2005), Ahn & Ra-
maswami (2003, 2004), Bean et al. (2005a,b, 2009a,b), da Silva Soares (2005), Latouche &
Nguyen (2019), Bean et al. (2018)). Fluid queues are relatively well studied. Largely, the
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2 Chapter 1. Introduction

analysis of fluid queues falls into two categories, matrix-analytic methods e.g. Ahn et al.
(2005), Ahn & Ramaswami (2003, 2004), Bean et al. (2005a,b, 2009a,b), da Silva Soares
(2005), Latouche & Nguyen (2019), and differential equation-based methods Anick et al.
(1982), Karandikar & Kulkarni (1995), Bean, Lewis, Nguyen, O’Reilly & Sunkara (2022).

More recently, Bean & O’Reilly (2014) extend fluid queues to so-called stochastic fluid-
fluid queues. In a fluid-fluid queue there is a second level process, {W(t) };>o which is itself
driven by a fluid queue, {(X (%), ¢(t))}t>0, so (X(),¢(t)) determines the rate at which
{W(t)} moves. The addition of the second level process {W(t)} increases the modelling
potential. For example, Bean et al. (2010) describe a fluid queue model for a hydroelectric
power generator which can be operated ‘on design’ and ‘off design’. When the system
operates ‘off design’ the system is less efficient and there is more wear, but may be used
to optimise overall system performance. Further, maintenance of the generator takes
place periodically to improve its performance and lifespan. The system can plausibly be
modelled as a fluid queue, {(¢(t), X (t))}, where the state space of {¢(t)} consists of states
representing the systems states ‘start’, ‘stop’, ‘on design’, ‘off design’, ‘maintenance’, and
‘idle’. The level variable {X(¢)} take values in [0,1] and represents the deterioration
level of the system with 0 being perfect working order and 1 meaning the system needs
replacement. The second level process {W ()} could be used to model the revenue of
the power generator, which, logically, should depend on the state of the system, {¢(t)}.
Moreover, the revenue could also depend on the deterioration level { X ()}, as, for example,
when the system is brand new it may operate more efficiently, and when it is near broken
it may be less efficient.

The addition of the second level process {W(¢)} increases the modelling potential,
however, it comes at a cost to the simplicity of the analysis of the model. For both
fluid-fluid queues and classical fluid queues, performance measures, such as the stationary
distribution or the Laplace-transforms of hitting times and return times, can be derived
in terms of the infinitesimal generator of the modulating process. For fluid queues the
modulating process is a CTMC and the infinitesimal generator is a matrix. Thus, ex-
pressions for the performance measures of fluid queues are matrix expressions which are
readily computable. For fluid-fluid queues the modulating processes is a fluid queue and
the infinitesimal generator is a matrix of differential operators. Thus, expressions for the
performance measures of fluid-fluid queues are matrices of differential operators which,
in all but the simplest of cases, are not readily computable. This thesis investigates
approximations to these differential operator expressions.

The analysis of fluid-fluid queues in Bean & O’Reilly (2014) is, in principle, sim-
ilar to the matrix-analytic methods of Bean et al. (2005b), and derives results about
the second level process {W (t)}+>0 in terms of the generator of the driving fluid queue,
{(X(%),(t)) }+>0. For practical computation of the results of Bean & O’Reilly (2014),
a discretisation of the infinitesimal generator of the fluid queue can be used. To this
end, two discretisations have been suggested. Taking a differential equations-based ap-



proach, Bean, Lewis, Nguyen, O’Reilly & Sunkara (2022) use the discontinuous Galerkin
(DG) method to discretise the operator, while Bean & O’Reilly (2013a) take a stochastic
modelling approach to approximate the fluid queue by a quasi-birth-and-death (QBD)
process. The QBD approximation of Bean & O’Reilly (2013q) is derived via a uniformisa-
tion argument, so we refer to it as the uniformisation scheme throughout this thesis. Both
approaches are insightful and offer different tools and perspectives with which to anal-
yse the resulting approximations. It turns out that the uniformisation scheme of Bean &
O’Reilly (2013a) is a subclass of the DG scheme; the uniformisation scheme can be viewed
as the simplest DG scheme where cells all have equal width, the operator is projected onto
a basis of piecewise constant functions, and an upwind flux is used to approximate the
flow of mass between cells. This is also equivalent to a finite-volume scheme.

One drawback of the uniformisation scheme is that convergence can be relatively slow
compared to higher-order DG schemes. However, in the context of approximating fluid
queues, one advantage of the uniformisation scheme is that the uniformisation scheme
guarantees probabilities computed from the approximation are positive (Koltai 2011, Sec-
tion 3.3). One justification for the positivity preserving property of the uniformisation
scheme is from its interpretation as a stochastic process.

For higher order DG schemes there is no such interpretation and positivity is not guar-
anteed (Koltai 2011, Section 3.3). Higher-order DG approximation schemes may produce
negative and oscillatory solutions, particularly when discontinuities or steep gradients are
present. This is problematic for probabilistic problems as we know that probabilities must
be positive. Methods to navigate the problem of negative and oscillatory solutions have
been developed, such as filtering and slope limiting (see Cockburn (1999), or Hesthaven
& Warburton (2007), Section 5.6 and references therein). Slope limiting alters the dis-
cretised operator in regions where oscillations are detected and reduces the order of the
approximation to linear in these regions but ensures the solution will be non-negative.
Filtering is a post-hoc method which looks to recover an accurate solution, given an
oscillatory approximation.

Depending on the context, filtering the approximate solution to remove oscillations
may not necessarily guarantee a strictly non-negative approximation, or may result in se-
vere smearing of the solution at discontinuities or regions with steep gradients (Hesthaven
& Warburton 2007, Section 5.6.1). Moreover, filtering requires us to make a trade-off be-
tween filtering enough of the oscillations away while maintaining sufficient accuracy — a
choice which may not be obvious a priori. Slope limiting does guarantee positivity but
reduces the approximation to linear where oscillations in the approximate solution are
detected (Hesthaven & Warburton 2007, Section 5.6.1). Limiting and filtering do not
distinguish between natural oscillations, which are a fundamental feature of the solution,
and spurious oscillations, which are caused by the approximation scheme, and they may
remove both from the approximation. This can lead to an unnecessary loss of accuracy
in the approximation (see (Hesthaven & Warburton 2007), Example 5.8).
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Further, slope limiting is a non-linear operator which means it cannot be represented
as matrices and this hinders its application to fluid-fluid queues. In the process of approx-
imating the first return operator of a fluid-fluid queue we approximate an operator-Riccati
equation with a matrix-Riccati equation by substituting in matrix approximations to the
operators. The operators are related to the generator of the fluid queue and approxi-
mations to them can be constructed via the DG scheme (Bean, Lewis, Nguyen, O’Reilly
& Sunkara 2022). We then solve the matrix-Riccati equation via an iterative procedure
(Bean et al. 20054, Bean, Lewis, Nguyen, O'Reilly & Sunkara 2022) and the solution is
an approximation to the first-return operator of the fluid-fluid queue. Since the operators
constructed with limiters are non-linear (not matrices) then we cannot apply them in this
case.

The approach described above relies on the intuition that substituting the DG approx-
imation in place of the true operators in the Riccati equation is a reasonable thing to do,
however there is limited theory (to the authors’ knowledge) on why this approach works.
In contrast, for the QBD approximation of Bean & O’Reilly (2013a) the approximate
matrix-Riccati equation is theoretically justified and in it can be derived by considering
the first-return probabilities for a fluid queue driven by the approximating QBD, where
the rates of the fluid are determined by a piecewise constant approximation to r;(z) (Bean
et al. 2005b).

Hence, for the approximation of fluid queues with application to fluid-fluid queues, on
the one hand we can use the DG scheme which can produce high-order approximations
when the problem is smooth, but can display spurious oscillations and result in negative
probability estimates in the presence of discontinuities. On the other hand, we can use the
uniformisation scheme for the approximation which guarantees non-negative probability
estimates and has a sound theoretical justification, but convergence is relatively slower.

Motivated by this, this thesis derives a new approximation to a fluid queue. The
construction of the approximation is inspired by the observation that the Markov chain
approximation of Bean & O’Reilly (2013a) effectively uses Erlang distributed random
variables to approximate the sojourn time of the fluid level in a given interval on the
event that the phase of the fluid is constant. On the event that the phase of the fluid
is constant, the sojourn time in a given interval is a deterministic event. It is known
that the Erlang distribution is the least-variable Phase-type distribution of a given order.
In this sense, in the class of all Phase-type distributions of a given order, an Erlang-
distribution is the best-possible approximation to the distribution of the deterministic
sojourn time. Thus, it appears that the approximation of Bean & O’Reilly (2013a) is the
best-possible Markov chain approximation to a fluid queue. Recently, Horvath, Horvath,
Almousa & Telek (2020) have developed the class of concentrated matriz exponential
distributions which are postulated to be the least-variable matrix exponential distributions
of a given order. Matrix exponential distributions generalise Phase-type distributions;
they have the same functional form, without the restriction that the distribution has an



interpretation in terms of the absorption time of a continuous-time Markov chain. A class
of stochastic processes, known as quasi-birth-and-death-processes with rational-arrival-
process components (QBD-RAPs) (Bean & Nielsen 2010), extends QBDs, which have
Phase-type inter-event times, to allow matrix-exponentially distributed inter-event times.
Thus, by using concentrated matrix exponential distributions, one aim of this thesis is to
construct a QBD-RAP to approximate a fluid queue with the idea that it will be more
accurate than the QBD approximation in Bean & O’Reilly (2013a), while still retaining a
stochastic interpretation which ensures positivity and aids in the application to fluid-fluid
queues.

As a QBD-RAP has a stochastic interpretation the resulting approximations are guar-
anteed to have non-negative density functions and give non-negative estimates of proba-
bilities. This non-negativity is guaranteed for any initial condition without any further
computation or post-processing. Further, for the application to fluid-fluid queues, the
matrix-Riccati equation that we solve to approximate the first-return distribution can
be derived by considering the first-return probabilities for a RAP-modulated fluid queue
driven by the QBD-RAP (Peralta Gutierrez 2019, Bean et al. 2021) and hence it has a
sound theoretical justification. In addition, the stochastic interpretation can be leveraged
to aid in the analysis of the approximation.

The structure of this thesis is as follows. The next chapter, Chapter 2, is dedicated to
mathematical preliminaries and introduces the main mathematical objects and tools that
we will need. In particular, we go into detail describing operators arising in the analysis
of fluid-fluid queues and introducing them in such a way that makes clear exactly how
the approximations correspond to the theoretical operators. Chapter 2 also introduces
the existing literature and gives more context to this thesis.

Chapter 3 demonstrates a way to use the discontinuous Galerkin method to approxi-
mate certain operators and distributions of fluid and fluid-fluid queues. The DG method
provides an effective tool for approximating performance measures of fluid-fluid queues.
However, it can exhibit oscillations in the presence of discontinuities and these oscillations
can cause approximations to certain probabilities to be negative. This motivates the next
chapter.

In Chapter 4, we develop a new QBD-RAP approximation scheme which, due to
its interpretation as a stochastic process, ensures all estimates of probabilities will be
non-negative. The chapter takes a stochastic modelling approach to developing the ap-
proximation scheme.

Once we have established the new approximation scheme, we then prove its conver-
gence in Chapters 5 and 6. In Chapter 5 we consider the QBD-RAP up until the first orbit
restart epoch (which is the same as a change of level, except in the case that the process
hits a boundary and is reflected). Ultimately, Chapter 5 proves that, on the event that an
orbit restart epoch has not-yet occurred, certain Laplace transforms with respect to time
of the QBD-RAP scheme converge to corresponding Laplace transforms with respect to
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time of the fluid queue. This is a local convergence result as it relates only to convergence
to the fluid queue in an interval.

Chapter 6 then extends the local convergence results of Chapter 5 to a global con-
vergence result on the whole domain of approximation. Chapter 6 uses more traditional
Markov process arguments which rely on properties such as the strong Markov property,
time-homogeneity and the law of total probability. In Chapter 6 we first consider the
discrete-time process which is the process embedded in the QBD-RAP at orbit restart
epochs. We prove that the embedded process converges in distribution to a corresponding
embedded process of the fluid queue. The rest of Chapter 6 proves a global convergence
result. The main result is Theorem 6.12 which states that the QBD-RAP approxima-
tion scheme converges weakly (with respect to the spatial and temporal variables) to the
distribution of the fluid queue.

Once we have established methods for approximating fluid queues, Chapter 7 then
numerically explores some properties of the approximations. Given that the QBD-RAP
scheme was developed so that it guarantees positivity of the approximation, we largely
focus on problems with discontinuities. Chapter 7 can be read independently of Chap-
ters 5 and 6, which are somewhat technical and could be skipped on a first-pass if the
reader wishes. Although the construction of the QBD-RAP and the proof that it con-
verges is somewhat technical, the actual computations involved in Chapter 7 are relatively
straightforward once we have the generator of the QBD-RAP and knowledge of how the
level process of the QBD-RAP corresponds to the level process of the fluid queue.

Finally, Chapter 8 makes concluding remarks.

Some of the more general mathematical background has been reserved for Appendix A.
To help the reader understand the notation used in the DG scheme, we provide a small
toy model example in Appendix B. Appendix C provides a proof that the DG scheme
conserves probability. The rest of the appendices contain technical results relating to
proving the convergence of the QBD-RAP approximation scheme. Appendix D proves
that the closing operators introduced as part of the QBD-RAP scheme have the properties
we claim they do when we are proving convergence in Chapter 5. Appendix E extends
some results from Chapter 5 to a setting which requires slightly less computation. Lastly,
Appendix F provides some algebraic results which help us to manipulate certain Laplace
transforms from Chapter 5.



Chapter 2

The existing literature &
mathematical preliminaries

2.1 Stochastic processes

Following Ross (1996), a stochastic process is a sequence, { X (t) }+e7, of random variables
(or random vectors) indexed by some index set 7. In this thesis, in the case that the
index set is T = {0, 1,2, ...} we say that the process { X (n)},e7 is a discrete-time process,
and we will typically use the dummy variable n for the ‘time’ index. When the index set
is T = [0, 00) we say { X (t) }+e7 is a continuous-time process, and we will typically use the
dummy variable ¢ for the ‘time’ index. We may omit the index set and write {X(¢)} in
place of {X (¢)}+e7 when it is not explicitly needed, or we may write { X (¢) };+>¢, to mean
{X(t) }efto,00). The state space, S, of X(t) is the set of possible values that X (¢) can take
at any time t € T.

The initial distribution, p, of a stochastic process is the distribution of X (0). More
generally, for a random variable, Z, we write Z ~ v when Z has the distribution given
by the probability measure v. For the probability that X (¢) lies in some measurable set
E C S given X(0) ~ u, we write P(X(t) € E' | X(0) ~ ). When p assigns probability 1
to a single point, x € S, say, we write P(X(t) € £ | X(0) = z).

A stochastic process is stationary if, for any n, to < t; < ... < t, and any ¢, then
X(tn), X(tn-1), ..., X(to) and X (t,,+t), X (tn_1+t), ..., X (to+t) have the same distribution.
That is,

P(X(tn) € EnaX(tn—l) € En—la 7X(t0) € EO)
= P(X(tn +t) S EnaX(tn—l —l-t) S ,X(to —|—t) S Eo), (21)
for any t,tg,...,t, € T with tg +t,....,t, +t €T and any Ey,...,E, CS.

As in (Bladt & Nielsen 2017, Section 2.1), a random variable, 7 taking values in 7T, is
a stopping time for the stochastic process { X (t)}ier if {7 <t} € 0(X(s),s < t), for all

7
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t € T, where (X (s),s < t) denotes the o-algebra generated by {X(s)}s<:.
As in (Bladt & Nielsen 2017, Section 1.2), we call {X(n)}neo1,2,..} & discrete-time
Markov chain if § is countable and

P(X(n+1)=j | X(n) =i, X(n—1) =in_1,.., X(0) = ig)
—P(X(n+1)=j|X(n)=1i) (2.2)

foralln € {0,1,2,...} and i, dg, ..., i,,_1, j € S, and referred to (2.2) as the Markov property.
The process { X (n) }rnefo,1,2,..} is said to be time-homogeneous if P(X (n+1) = j | X(n) = 1)
does not depend on n. The probabilities P(X(n + 1) = j | X(n) = i) =: p;; are the
transition probabilities, and P = [p;;]; jes is the transition matriz, of the Markov chain.
The strong Markov property states that for each stopping time 7 of the Markov chain
{X(n)}neqo,1,2,...}, on the event that {7 < oo}, then

PX(t+1)=j|0(X(0),X(1),..,X(1)=P(X(t+1)=j| X(1)). (2.3)

Also, as in (Bladt & Nielsen 2017, Section 1.3), we call {X (¢)}+>0 a continuous-time
Markov chain (CTMC) if S is countable and for all ¢, 1 > t, > t,_ 1 > ... > t; > 0 and
i? l.07 SRE) in—laj € 37

P(X(tn+1) :] | X(tn) - Z.,X(tnfl) = infl, ceey X(to) = Zo) = P(X<tn+1) :j ’ X(tn) - Z),
(2.4)
and refer to (2.4) as the Markov property. The process {X(t)}i>o is said to be time-

homogeneous if P(X (t+s) = j | X(s) = i) does not depend on s. For a time-homogeneous
CTMC, the transition function is the matrix function

P(t) = [P(X(t) = j | X(0) = i)]ijes-
The Chapman-Kolmogorov equations state that
P(t+s)=P(t)P(s).
The infinitesimal generator matrix of a CTMC is

d
T = [Tjlijes = r

P

t=0
and the elements T;; are the transition rates. A CTMC is said to be honest if P(t)1 =1
for all £ > 0 where 1 is a column vector of ones.

The strong Markov property states that for each stopping time 7 of the Markov chain
{X(t)}+>0, on the event that {7 < oo}, then

PX(r+t)=7]0(X(s),s<T))=P(X(t+1t)=7|X(1)). (2.5)
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Most generally, we call {X(t)}:>0 a Markov process if for all ¢, > t,_1 > ... >ty >
0,t, €T,k=0,..,n,and Ey,....,.E, C S

P(X(ty) € By, | X(ta1) € By, .., X(to) € Eo) = P(X(t,) € Ey | X(taet)),  (2.6)

and we say that it is time homogeneous if P(X(t+s) € E,, | X(s)) does not depend on s.
The Chapman-Kolmogorov equations state that

P(X(t+5) € E | X(0) ~ p)

_ /GS P(X(t+s) € E| X(t) = 2)P(X(1) € d | X(0) ~ p). (2.7)

2.2 Some semigroup theory

The evolution of Markov processes can be described by an operator semigroup. Semigroups
also arise in other contexts related to the analysis of fluid queues and fluid-fluid queues
(see, for example, Sections 2.4 and 2.3.1). Semigroups (and therefore Markov processes)
can be characterised by their infinitesimal generator, or generator for short. One of the
aims of this thesis is to approximate the generator of a fluid queue. Here we very briefly
introduce semigroups and their infinitesimal generators. We refer to the reader to Ethier
& Kurtz (1986) for more details (see also Kallenberg (2021), or the more approachable
course notes of Shalizi (2010)).

Operators

Let L be a Banach space. A Banach space is a complete, normed vector space. Complete
means that every Cauchy sequence of points in L has a limit which also lies in L. Normed
means that a norm is defined on L. Intuitively, a norm is a function which tells us the
size of a vector in L, hence we can use a norm to compute a distance between two points
f,g € L by computing the norm of f — g.

An operator is a mapping which takes elements of a vector space and sends them to
elements of a vector space (not necessarily the same space). That is, let V and U be
normed vector spaces, then B : D(B) — U is an operator. The set D(B) C V is the
domain of the operator, and is not necessarily all of V. When specification of the domain
is unnecessary we sometimes write B: V' — U.

Let ¢ € R (R is the reals), v € V and w € U. Then B is a linear operator if B(cv) =
¢(Bv) and B(v+w) = Bvu+Bw. We define the norm of an operator as ||B|| = sup, ¢y %,

v
where || - ||y and || - ||y are the norms defined on V' and U, respectively. An operator is
said to be bounded if ||B|| < M for some M < oo.
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Semigroups

A family of linear operators is a collection of indexed linear operators {B(7) };c; where I is
some index set. For each i € I, B(7) is a linear operator. A family of operators {T(¢)};>o,
T(t) : L — L, is said to have the semigroup property if T(t 4+ s) = T(¢)T(s). If T(0) = I,
the identity operator, then the family {T(¢);>0} is known as an operator semigroup. If,
forall f € L, T(t)f — f ast — 0%, then {T(¢)}>¢ is said to be strongly continuous. If
||T(¢)|]| <1 forall £ > 0 then {T(¢)}:>0 is known as a contraction semigroup.

For a bounded linear operator B : D(B) — D(B), define the operator exponential as
B =3, %thk where, for f € D(B), B*f is defined recursively by B*f = B*}(Bf).

It can be shown that eB(+s) = eB'eBs and from the definition €8 = I, which implies

d
that {eB! : ¢+ > 0} is a semigroup. As another example, let B = o C“(R) — C¥(R),
T

where C¥(R) is the class of analytic functions on the whole of R. Then T(¢)f(z) =
k

Yoo Etkﬁf(a:) = f(z —t), and the sum converges since f € C*¥(R); the series rep-
I dx

resentation is the Taylor series of f about the point x, and we see that the operator

T(t)f(z) = f(x —t) is the shift operator. The semigroup property follows since

TO)T(s)f(x) =T()f(x —5) = flx —s—1t) =T(t +5) f(x).

Infinitesimal generators

The infinitesimal generator (or just generator for short) of a semigroup {T(¢)} is the
linear operator defined by

1
Bf = lm —(T()f - f),

and the domain, D(B), is the subspace of L for which this limit exists. Note that an
essential part of the definition of the generator is its domain. For this reason it is common
to denote the generator as the pair (B, D(B)).

To determine the generator B we can proceed by either differentiation of the semigroup,

B/ = lim ~(T(1)/ — /).

t—0+
or integration;
/ e T(t)dt = (sI —B)™' =: R,.
t=0
The operator R, is known as the resolvent.
One of the fundamental results of semigroup theory is the Hille-Yosida Theorem which
essentially states that a semigroup is entirely characterised by its generator. This is not

immediately obvious as the generator is defined on a subset of L only, whereas {T(¢)} is
defined on all of L.
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Markov processes and semigroups

Semigroups arise naturally in Markov processes. Let {X(¢) : ¢ > 0} be a Markov process
with state space §. The Markov property states that, given X(t¢), then for s,t > 0,
X (t+ s) is independent of X (u), 0 < u < t. That is,

PX(t+s) el | X(t),X(u),0<u<t)=PX(t+s)e&]|X(1)).
HPX(t+s) €| X(t) =P(X(s) € €] X(0)), are invariant under translation by ¢,

then X (¢) is said to be time-homogeneous.
Consider the expectation

ELF(X(1)) | X(0) /f f e dy| X(0) = o),

where f is some bounded function, |f| < F. We can think of expectation as an operator
which is acting on the function f. The expectation depends on ¢ and z as these define
the distribution with which we are taking the expectation, hence, let us write

T()f(z) = E[f(X(#)) | X(0) = =].

The result of the operator acting on f, T(t)f, is another function (a function of the initial
point z).
By the Markov property, for any s € [0, ],

0= [ 10PXX(® € dy | X0) =
- / | T@POX(® € ay | X() = 2PK(s) € x| X(0) = 0
- | EX(®)] X() = P (s) € d2 | X(0) =
:/ X(t—s)) | X(0) = 2]P(X(s) € dz | X(0) = 2)

/es (t—3)f(2))P(X(s) € dz | X(0) = z)
= T(s)(T(t = s).f)(x),

where the third equality holds by time-homogeneity. Hence, {T(¢)(-) }:>0 is an operator
semigroup. Moreover, since f is bounded, then T(¢)f(z) = E[f(X(¢)) | X(0) = 2] < F,
which means that {T(¢)} is a contraction semigroup.
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2.3 Fluid queues

An unbounded fluid queue is a two-dimensional stochastic process which we denote by
{X ()} = {(X(t),0(t)) Y=o where {p(t)}i=0 is known as the phase or driving process of
the fluid queue, and {X (¢)};>0 is known as the level process or buffer. The phase process
{¢(t) }+>0, is an irreducible continuous-time Markov chain (CTMC) with finite state space,
which we assume to be § = {1,2,..., N}, and infinitesimal generator T' = [T};]; jes*. We
assume that T is conservative and time-homogeneous. Associated with states i € S are
real-valued rates ¢; € R which determine the rate at which {X(¢)} moves.

Partition the state space S into S, = {i € S| ¢ >0}, S. ={i € S| ¢ < 0},
So={i€S|c¢=0},81={ie€8S|¢<0},Sk1=1{i €S| >0}. We assume,

without loss of generality, that the generator T is partitioned into sub-matrices

T, T, T
T-|T, T_T,]|
Tor To- Thoo

where Tmn = [T’ij]iesm,jesna m,n {+7 I O}
Also define the diagonal matrices

C.
C= C_ : C. = diag(c;,i € Sy), C_ = diag(|¢i|,i € S_),
0

and C = diag(c;,i € S), where diag(a;,i € T) denotes a diagonal matrix with entries a;

down the diagonal.
Now, back to fluid queues. The level process is given by

X(t) = X(O) + / Cy(s) ds.

*Let’s clarify some notation. We use the notation u = (up)ney to denote a row-vector, u, defined by
its elements, uyp, indexed by h € H, where H is some index set. Similarly, u = (up)pep, is a row-vector
defined by a collection of row-vectors wy. The notation w,, = (up)nep,, refers to the vector containing
the subset of elements corresponding to H,, C H. When the index set is empty, the resulting vector
U, is a vector of dimension 0. In cases when there are two indices, we order the elements of the vector
according to the first index, then the second; i.e. u = (ug)geg,hey = ((’U,Z)geg)hey. Here we use the
convention that for a vector w = (u)pcy where the elements « do not depend on the index h and H is
some index set, then we repeat u h-times; i.e. w = (u)hen = (u,...,u). The notation U = [ugn|geg,nen

—_——

h—times
(square brackets) is used to denote a matrix defined by its elements, or sub-blocks, ugp.
TThe notation S_; and S K +1 will make sense later when we introduce the partition into cells for the
approximation schemes into K cells, plus a lower and upper boundary which we represent with indices
—1 and K + 1 respectively.
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Sample paths of {X(t)} are continuous and piecewise linear, with EX (t) = cy(t), when

X (t) is differentiable. Given sample paths of {((t)}, then {X(¢)} is deterministic, and in
this sense, {¢(t)} is the only stochastic element of the unbounded fluid queue.

Often, boundary conditions are imposed. We denote a fluid queue bounded below at
0 and unbounded above by {X (t)} = {(X(t), ©(t)) }0, and a fluid queue bounded below
at 0 and above at b < oo by {X ()} = {(X(t), ¢(t)) }+>0. Here, we consider a mixture of
requlated and reflecting boundary conditions. Some boundary conditions may introduce
a dependence of the phase process, {¢(t)}, on the level process { X (¢)}. Specifically there
may be a change of phase upon the event that the level process hits a boundary. When
the phase process depends on the level process then the fluid queue is level-dependent,
otherwise it is level independent. For a level-dependent fluid queue the phase process
{¢(t)} is not the only random element of the fluid queue.

Upon hitting the lower (upper) boundary we suppose that, with probability p;;, i, €
S (pij, 1,7 € S), the phase process instantaneously transitions from phase i to phase j
(note that we might have ¢ = j i.e. no transition) and if sign(¢;) = sign(c;) or sign(c;) =
0 then the process is absorbed in the boundary, otherwise it immediately leaves the

d
boundary. At the lower boundary, if j € SoUS_, then EX (t) = 0, and the phase process

continues to evolve according to the sub-generator
o
To- Too |°
until such a time that {¢(¢)} transitions to a phase k € S, at which time {X (¢)} leaves

d
the boundary. Similarly, at the upper boundary if j € Sy U S, then EX (t) = 0 and the

phase process continues to evolve according to the sub-generator

until such a time that {((¢)} transitions to a phase k € S_ at which time {X ()} leaves the
boundary. It is without loss of generality that we assume the lower and upper boundaries
(when present) are at = 0 and z = b > 0, respectively.

In summary, the evolution of the level can be expressed as

q Co(t)s if X(t) > 0,
—X(t) = { max{0, c,py}, if X(¢) =0,
min{0, cy}, if X(t) =0.

Let f(x,t) = (fi(x,t))ies be a row-vector function where f;(x,t) is the density of
P(X(t) < z,0(t) =i | X(0) ~ p), assuming it exists. When a differentiable density
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exists, the system of partial differential equations which describes the evolution of the
densities f(z,t) is

0 0 ~

5 (x,t) = f(z,t)T — gf(x,t)c, (2.8)
on the interior = € (0,b), with appropriate boundary conditions (see Section 3.4). The
initial condition is the initial distribution of the fluid queue which, when it has a density,
we write as f;(z,0). Often a differentiable density function does not exist and therefore
the partial differential equation (2.8) is not well-defined. For example, for a fluid queue
with no upper boundary, if the initial distribution of the fluid queue is a point mass at
any point xg > 0 and in phase i € Sy U Sy, then a density function f;(z,t) will not exist
for any finite ¢t. Specifically, a point mass will persist along the ray zo + ¢;t, t > 0. In
such situations, it is the weak solution to (2.8) that we seek. A weak solution (ignoring
boundary conditions) satisfies

b 00 a b 0o
— / flz,t)=(x,t)dtdx —/ f(z, ) TY(z,t)dtde
=0 Jt=0 ot z=0 Jt=0

b poo 8
+/x_0 o f<x’t)0%1/)($,t) dt du, (2.9)

for every row-vector of test functions, ¥(x,t) = (1;(x,t))ies, which are smooth, have
compact support and ¥(z,0) = (0,t) = ¢ (b,t) = 0 (Borthwick 2016, Chapter 10).

2.3.1 Transient analysis of fluid queues

The transient analysis of fluid queues has been relatively well studied (see, for example,
Ahn & Ramaswami (2004), Bean et al. (2005b), da Silva Soares (2005), Bean et al. (2009b)
which are matrix-analytics-methods-based, and also Rabehasaina & Sericola (2003) which
is differential-equations-based and treats a slightly more complex model than the ones con-
sidered here, but is none-the-less relevant). Given the interest in discontinuous and point-
mass initial conditions, transient analysis of fluid queues rarely relies on solving governing
differential equations numerically, although it is quite possible to do so*. Instead, expres-
sions for transient distributions of fluid queues are derived in terms of Laplace transforms
with respect to time, and/or moments of the transient distributions are derived (Ahn &
Ramaswami 2004, Bean et al. 20055, 2009b). Moreover, these techniques often lead to
quantities which have direct probabilistic interpretations which further aids in their anal-
ysis and also applications to other problems (Ahn & Ramaswami 2003, da Silva Soares

We have already alluded to some difficulties with differential-equation-based approaches to prob-
lems with discontinuous solutions such as ill-defined PDEs, the need for weak solutions, and oscillatory
approximations with possibly infeasible approximate solutions, for example negative probability approx-
imations.
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2005, Bean et al. 2018) (we also leverage these stochastic interpretations in Chapter 5 to
derive expressions for certain the Laplace transforms of the fluid queue). In some contexts,
the actual transient distributions are not required, and Laplace transforms or moments,
which can be obtained relatively straightforwardly from the Laplace transforms, are all
that are required. In other cases, the Laplace transforms may be inverted using known
methods (Abate & Whitt (2006), or in the case of the discontinuities we might prefer
Horvath, Horvath, Almousa & Telek (2020), which uses the same concentrated matrix
exponential distribution that we do).

One such analysis of fluid queues derives the Laplace transform of the time taken for
the level of an unbounded fluid queue to return to its initial level in a certain phase, given
it started in a phase with positive rate (Bean et al. 2005b). The principles underlying the
derivation of this first return operator are the same as those applied in Bean & O’Reilly
(2014) to derive the first return operator for fluid-fluid queues. Moreover, certain matrices
appearing in the analysis have a stochastic interpretation which we leverage to write down
certain Laplace transforms in Chapter 5 in terms of these matrices. Given its relevance
we briefly recount the analysis of Bean et al. (2005b) here.

Consider an unbounded fluid queue {(X (t), ¢(t))}. Let Cx(E) be the random variable
which is the first hitting time of {X ()} on the set E and define the matrix ¥ x()\) with
elements [\IIX()\)]ij, ie€S8,,j€eS_, given by

(@], = E [ 5O (G (2) < 00,0(Cx(2) = 1) | X(0) =2, 00) =i] . (210)

[®x(A)];; is the Laplace-Stieltjes transform of the time taken for the fluid queue to first
return to level z and do so in phase 7 € §_, given it started at level z in phase ¢ € S,.
Define the in-out fluid level by Bx(t) = fot ‘Cw(Z)‘ dz, which is the total amount of fluid
to flow in to or out of the buffer {X(¢)} by time ¢, and also define nx(y) = inf{t > 0 :
Bx(t) =y} as the first hitting time of the in-out process {8x(t)} on level y > 0. Further,
let H(\,y) be the matrix with elements h;;(\,y), i,j € S US_, given by

E |e W1 (nx (y) < 00, (nx(y)) = 4) | X(0) = 0,0(0) =1 , (2.11)

which is the Laplace-Stieltjes transform of the time taken for y amount of fluid to flow in
or out of the fluid queue and to be in phase j at this time, given the initial level of the
fluid queue was 0 and the initial phase was i.

It turns out that, for fixed A > 0, H (), y) is a semigroup (with variable y) (Bean et al.
2005b). Bean et al. (2005b) find the infinitesimal generator, Q(\) of H(\,y) and, since
the generator is bounded, we can write H(),y) = ¢2NY. The derivation of the generator
Q(\) = [Qij(N)]ijes,us_ is based on a direct analysis of sample paths of the fluid queue
over an infinitesimal time, u say, and by leveraging the fact that complex sample paths
occur with probability O(u?). As a result, there are only three types of sample paths to
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consider. Further, Bean et al. (2005b) argue that the generator Q(\) can be partitioned
into blocks Qmn(A) = [Qij(N)];cs,, jes,» m € {4+, —}, n € {+,—, 0} where

Q+o(N) = C{'Tog [N — Tyo]
Q_o(\) = CZ'To [\ — Ty] ",
Qi+(N) =C' (T — M + T [M — T) ' Ty, ) ,
Qi-(N)=C (T + Tyo M — Tog] ' Ty ),
(A)
(A)

(
CT (T —M+T oM Ty To),
CH (Tt +To M — Too) ' Toy) -

Bean et al. (2005b) also define the functions

++

)
H™ (0 y) =[BT N 9)] s, jes,us,, = €7 [CF QW] (2.12)
H Ay = [h; M) s es vs, = €3 [CT Qo(V)], (2.13)
H*™(\y) = [0y e, jes. = €97"Q (), (2.14)
H (A y) = [hi )]s jes, = €M@ (), (2.15)

%) €S, jES+

for y, A > 0, which have the following stochastic interpretations. The function h;™ (X, y)
(hi;~(A,y)) is the Laplace transform (with respect to time) of the time taken for the
fluid level to shift by an amount y whilst remaining in phases in Sy U iy (S- U S_),
given the phase was initially 7 € Sy (i € S_). The function h;™ (A, y) (h;;"(),y)) is the
Laplace transform (with respect to time) of the time taken for the fluid level to shift by
an amount y whilst remaining in phases in S, U S;¢ (S_ U S_y), after which time the
phase instantaneously changes to j € S_ (Sy), given the phase was initially i € S, (S_)
(Bean et al. 20050).

Thus, Bean et al. (2005b) are able to characterise, by the above matrix expressions,
segments of sample paths of the fluid queue where the fluid level is non-decreasing and
non-increasing. Bean et al. (2005b) then partition the sample paths which contribute to
W as those which either, (a) have a single transition from S; to S (perhaps via Sp),
and, (b) those which have more than one transition from S; to S (perhaps via Sp). An
expression for Laplace-Stieltjes transform of (a) is

/ eQ++()‘)yQ+,()\)eQ“ydy.
y=0

For the sample paths (b), there must be at least one point at which the phase process
transitions from S_ to &} (perhaps via Sy) before the first return time. Further, one of
the transitions from S_ to S, (perhaps via Sy) must occur lower than all others. By
considering the lowest level, y, at which a phase transitions from S_ to S; (perhaps via
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Sp) occurs, Bean et al. (2005b) characterise the Laplace transform of the paths (b) by the
expression

/ T QI ()@, (N T (A)e@ P dy, (2.16)
Y

=0

Adding the expressions for (a) and (b) together, Bean et al. (2005b) state
Tx(\) = / cAHQ, (N)eY 4 QWL (N)Q - (N T x (N)e¥- M dy, (2.17)
y=0

which can be shown to be equivalent to (Bhatia & Rosenthal 1997, Lemma 3 and Theo-
rem 9.2)

Q+(N¥x(N) +¥x(NQ-—(NTx(AN) +Q+-(N) + Tx(N)Q-+(N)Tx(N) =0. (2.18)

The key concepts of this argument are; (1) to partition the state space of the driving
process into sets on which the fluid level is increasing, decreasing, or constant; (2) to
characterise the sections of sample paths of the fluid level which are non-decreasing and
non-increasing as semigroups and derive their generators; (3) to partition the sample
paths which comprise Wy (\) such that we can write down an expression for Wy (\) in
terms of the expressions derived in (2) and Wy (A) itself and then to solve the resulting
expression.

2.4 Fluid-fluid Queues

This subsection was largely taken from Sections 2 and 3 of Bean, Lewis,
Nguyen, O’Reilly €& Sunkara (2022) with changes, such as notation, so
that this chapter is consistent with the rest of the thesis. I am a co-
author of the paper Bean, Lewis, Nguyen, O’Reilly € Sunkara (2022).

A stochastic fluid-fluid queue (Bean & O’Reilly 2013a) is a Markov process with three
elements, {(W(t), X (t),¢(t))}iz0, where {(X(£), p(t))}e=0 is a classical fluid queue® and
W (t) is the second fluid, which varies at rate r,¢)(X(?)):

W(t) = W(O) + /Ot To(s) (X (s)) ds.

Regulated boundaries may also be included for the second fluid level. To distinguish
between unbounded and bounded processes, we use the notation W (t) to denote the

$We assume X (t) is doubly-bounded as this results in a finite-dimensional approximation, but this is
not necessary
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unbounded process and W (t) to denote the second fluid level process with a regulated
lower boundary at 0.

In the following, we assume that W(t) € [0,00) and that there is a boundary at level
0 for both the first and second fluid levels and the first fluid level is also bounded above
at b. Thus, the rates of change of the fluid levels can be summarised as:

%X(t) =max{0,¢} if X(¢) =0 and ¢(t) =1,
%X(t) =min{0,¢} if X(¢) =band p(t) =1,
d

EW(t) = max{0,7;(z)} if W(t) =0, X(t) =z and ¢(t) = i,
fori € S ={1,...,N}. Let R(x) = diag(r;(z));ecs be the diagonal fluid-rate matrix of
functions for {W(t)}.

For the remainder of this section, we summarise the findings of Bean & O’Reilly (2014)
on the joint limiting distribution of {(W (t), X (t), ¢()) }e=0. The derivation of the limiting
distribution relies on obtaining the operator ¥ which gives the distribution of the process
{(X(t), (1))} at the time when {W (£)} first returns to the level 0, given W (0) = 0.

The concepts leading to the derivation of Y for the fluid-fluid queue are much the
same as the derivation of the analogous quantity, Wy, for a classical fluid queue. First,
we need the infinitesimal generator of the driving process, {(X (), ¢(t))}, which we denote
by B. Then we need to partition B on sets for which {1V (#)} is increasing, decreasing or
constant — these are the sets F", 1 € S, m € {+,—,0}, below. We can then derive
an operator-Riccati equation for the first return operator for the fluid-fluid queue, ¥,
in terms of the partitioned generator and the rates r;(x). The solution to the operator-
Riccati equation is an operator which can be used to obtain the distribution of the driving
process {(X(t), ¢(t))} at the time when {W(t)} first returns to 0.

The problem we have is to solve the operator-Riccati equation — something which
is only possible in the very simplest of cases. This is where the methods in this thesis
come in. Here, we approximate B by a finite-dimensional matrix which we then partition
according to the sets 7", 1 € S, m € {4, —,0}. We then substitute the resulting matrices
into the operator-Riccati equation and this gives us a matrix-Riccati equation which we
can then solve using known methods (Bean et al. 2009a).

A key element of the cell-based approximation schemes is the partition of the state
space of {(X (t), p(t))} into sets of the form (Dy;, i), where Dy ; are intervals are known as
cells. We must choose the cells wisely so that the partition into the sets 7", i € S, m €
{+,—,0} can be recovered from the partition into cells. This is not terribly difficult to
do, but does require some notation and explanation. We now proceed to introduce the
work of Bean & O’Reilly (2014) and explain how we can recover the partition into the sets
Froie S, me {+,—,0} from the cells as determined by the cell-based approximations.
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For each Markovian state ¢ € S, we partition the state space of X (), [0,b], according
to the rates of change 7;(+) for the second fluid {W(¢)}: [0,b] = F;f UF,” U F?, where

Fr={ue|0,b]:ri(u) >0},
F ={ue€l0,b:ri(u) <0},
F) ={ue0,b] : r;(u) = 0}. (2.19)

For all ¢ € S, the functions () are assumed to be sufficiently well-behaved so that F",
m € {+, —,0}, is a finite union of intervals and isolated points.

We assume that the process {(W(t), X (t), ¢(t))}i»0 is positive recurrent, in order to
guarantee the existence of the joint limiting distribution. Define limiting operators

,(w)(E) = aﬁytlirgop (W@) <w, X(t) €, plt) = z) . w0, (2.20)
pi(€) = Jim P (1) = 0, X(t) € £, (1) = 1], (221)

where £ C [0,b]. Notice that (2.20) assumes a certain differentiability condition on the
limiting distribution. Indeed, it is not always the case that (2.20) will be differentiable
with respect to w (trivially, consider W (t) = wy for all t). To the author’s knowledge,
conditions on fluid-fluid queues to ensure that (2.20) will be differentiable with respect
to w are not known, and here we just assume that it is. For further reading, further
theoretical developments and some examples of fluid-fluid queues are analysed in Bean,
O'Reilly & Palmowski (2022).

Now, let T(w) = (T;(w));es be a vector containing the joint limiting density operators
and p = (P;)ies be a vector containing the joint limiting mass operators. The deter-
mination of TM(w) involves two important matrices of operators, D and ¥ which we now
introduce.

2.4.1 The infinitesimal generator, B, of the driving process

Given the discussion above, if we are to replicate the arguments of Bean et al. (2005b) to
derive the Laplace-Stieltjes transform of the first return operator of a fluid-fluid queue, we
first need an expression for the generator of the driving process. We also need to partition
it according to whether the second fluid is increasing, decreasing or constant.

The generator of a fluid queue is a differential operator and to enable computation of
the first-return operator, approximation methods are needed. The approximation schemes
which we discuss in this thesis are all cell-based methods which discretise the level of
the fluid queue into intervals called cells. Thus, one complexity in approximation is to
reconcile the partition according to whether the second fluid is increasing, decreasing or
constant, and the partition which the approximation method uses.
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The transition semigroup of a fluid queue

Since {(X (1), p(t)) }1>0 is a Markov process, the evolution of probability can be described
by a semigroup. Let M(S x [0,0]) be the set of integrable complex-valued Borel measures
on the Borel o-algebra Bsyjop. For g € M(S x [0,0]), we can write ft = (fi;)ies. The
measures [;(-) represent an initial distribution, 7;(-) = P(X(0) € -, o(0) = i). Let
V() }is0, V(1) : M(S x [0,b]) = M(S x [0,b]) be the semigroup describing the evolution
of probability for {(X(¢),¢(t)) }+>0 structured as a matrix of operators, W(t)}w = V,;(t)
where,

RV0E) = [ oy TE@POX0) € 8.6(0) = | X(0) = 2.p(0) =)

P(X(t) € £ 0(t) = j) =: 11;(t)(£). The matrix of operators B = [Bj;]; jes is the infinites-
imal generator of the semigroup {V(¢)} defined by

Intuitively, the operator V(#) maps an initial measure & on (X (0),¢(0)) to the measure

t=0
with domain the set of measures for which this limit exists. Specifically, the domain of
B is the set of measures, 1t = ([, )ics, for which each 7, admits an absolutely continuous
density on (0, ), and can have a point mass at 0 if i € S_; or a point mass at bif i € Sk 1;
call this set of measures My ;. The measures 7i; cannot have a point mass at 0 if i ¢ S_y,
nor can they have a point mass at b if i ¢ Sk, nor can they have point masses in (0, b)
for any i € S. In the sequel we write 7;(x) as the density of f;, and ¢_;; and gx41, as
the point masses of 7i; at 0 and b, respectively (if such point masses exist).

A partition with respect to rates of the second fluid

To use the operators {V(¢)} and B to analyse the fluid-fluid queue, Bean & O’Reilly (2014)
explicitly track when (X(t), p(t)) € (F",i) for i € S, m € {+, —,0} by partitioning the
operators V(t) and B into V?;n and Bg.m, fori,j €S, m,n e {+,—,0}, where

il VI (£)(€) = / oy Tl @PX() € €070 = | X(0) = ,00) =),

mn . .
oy 1

and 71;|; is the restriction of 7; to E, |y (€) = 1;(€ N E). Similarly, for B;;", i,j €

S, m,n € {+,—,0}.
A partition as dictated by the approximation schemes

We claim that numerical schemes are needed to approximate the analytic operator equa-
tions introduced in Bean & O’Reilly (2014). The schemes we choose to use here work by
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first partitioning the state space of the fluid level, {X(¢)}, into a collection of intervals,
Dy.; then constructing an approximation to B on each interval. To help elucidate the
connection between the operators {V(¢)}, B and their approximate counterparts we take
a slightly different approach to partitioning these operators than that taken in Bean &
O’'Reilly (2014). Rather than partition according to the sets /", i € S, m € {+,—,0},
we use the same partition as that in the construction of the approximation schemes. By
doing so, we can directly correspond elements of the partitioned operators to their approx-
imation counterparts. Since the partition used to construct the approximation schemes is
finer, then we can reconstruct the partition in terms of the sets /", i € S, m € {+, —,0}.

Let us first partition the space [0,b] into D_y; = Dy = {0}, i € S_1, D1 =
D1 = {b}, i € Sk+1, and non-trivial intervals Dy ; = [y, yr+1) \ {0}, ¢ € S U S, and
Dii = Yk, Yn1) \ {0}, 1 € S, with yo = 0, yx1 = b, yp < yr1, K € K°={0,1,2,.., K}
and define K = {—1, K + 1} UK°. For p € Mg,(S x [0,b]) we write o = (p5)ies keic
where g ;(-) = pi(- N Dys), k € K. We denote by v, (x), > 0, the density associated
with the measure, j,, k € K°. For 7,5 € S, k, ¢ € K define the operators

V0 = | A @P(X() € ENDria(t) = | X(0) = .0(0) =1).

and the matrices of operators V¥ (t) = [fo(t)hjes, k,l € K and write

B V-1 —1( ) V_l’o(t) VL 1( ) .y L K+1( )

VO—1() VOO VOL(r) L. VoKLY

vity=| V) V) Vb 1( ) VEER(E)
I VK'H"_l(t) VK—i-:l,O(t) VK—l—l,l(t) ) VK—H,}{-H (t) |

d
Now define B = dtv( ) as the infinitesimal generator of {V(¢)}, resulting in the

t=0
tridiagonal matrix of operators
r B—l,—l B—I,O ]
BO,—l B0,0 BO,I
B = BI,O Bl’l

) BK K+1
BEK+LK BK+LE+1

where the blocks BFf = [qu Jes

|k — /| > 2 it is impossible for { X (¢)} to move from Dy ; to Dy ; in an infinitesimal amount
of time.

k. ¢ € K.Y The tridiagonal structure arises since, for

IWe use a blackboard bold font with an overline above the character (e.g. B and V(t)) to represent
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By an appropriate choice of the intervals {Dy,; }, the partition used in Bean & O’Reilly
(2014) can be recovered. Intuitively, we must ensure that each of the boundaries of
Froie S, me {+,—,0}, align with a boundary of a cell Dy ;. Then, each set F}", i €
S, m € {+,—,0}, can be written as a union of cells, Dy, k € K, sans a collection of
points which have measure zero for all measures in M, and this collection of points is
inconsequential for the purposes of the approximations presented here.

Formally, to recover the partition used in (Bean & O’Reilly 2014) we choose the
intervals Dy, ; such that I(Dy; N F") € {{(Dy;),0} for alli € S, m € {+,—,0}, k € K,
for all [ € My,. That is, we choose Dy ; such that it is contained, up to sets of measure
0 with respect to measures in M,,, within one of the sets F/™ for m € {+,—,0} and
i € S. We assume such a partition for the rest of the thesis. For i € S, m € {+,—,0},
let K" ={k € K| l(Dy; NF™) =U(Dy,;), l € Mo}, so that |J Dy; and F/™ are equal

kekm
up to a set of Mg -measure 0. Define K™ = (J K", m € {+, —,0}.
i€S
To recover the partition defined by (2.19) we bundle together the elements of V(t)
which correspond to F/" and F}'. That is, for m,n € {+,—,0}, define VJ}"(t) as the
matrix of operators

Vi (1) = [V (1)]

ke LeKy
The same construction can be achieved with B.

Let S]:— = {'L es | T‘Z(IE) > O, Va € Dk,i}7 Sl(c) = {Z es | ’I"Z(ZE) = 0, Vo € Dkﬂ‘},
S, ={ieS|r(z) <0,V €Dy}, Sp={ieS|ri(z)#0, Ve € Dy,} for k € K°. For
later reference, we need the following constructions. For k, ¢ € K let

k0 4
BH [BULJE‘y (2.22)
for 7,7 € S let
ke
By = [Bij |1 exc- (223)
and for m,n € {+,—,0} let
[ Zj]zeS;",JGS? kekm eekn ( )

theoretical operators derived in (Bean & O’Reilly 2014) which are constructed using the partition in
(2.19). The operators denoted with an overline play a minor role in the introductory sections of this
thesis, but do not appear again. We use a blackboard font sans overline (e.g. V(t) and B) to represent
the same operators but which are constructed with the finer partition defined by Dy, k € K. We use the
letters 4, j € S to represent states of the phase process, letters m,n, € {+, —, 0} to refer to the partition
in terms of the sets in Equations (2.19), and the letters k,¢ € K to refer to the finer partition into sets
{Dy}r. With a slight abuse of notation, whenever we use the dummy variables k, ¢ without qualification
we imply k, £ € K, the dummy variables without qualification m, n imply m,n € {+, —, 0} and the dummy
variables i, j without qualification imply i,7 € S. E.g. Bff means BF, i,j € S,k, ¢ € K and Bi;" means

17
B/, i,j € S,m,n € {+,—,0}.
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kn 1574

B = “Bia']zes,gn,jeszhe,@ for k € K, (2.25)
meé __ ke

B™ = “Bw‘]ies,;n,jes;hem for ¢ € K. (2.26)

We persist with the partition Dy ;, k € K throughout as this is consistent with the par-
tition used in the approximation schemes considered in this thesis. Note that for all the
operators defined with this partition, the partitioning used in (Bean & O’Reilly 2014) can
always be recovered by the above construction.

Definition of B

When vy, is differentiable we can write ,umef (€) in kernel form as

/ dukﬁi(ac)Bff(x, dy).
IEDk,i,yE(‘:

It is known that

vk,i(y) T3, dy, 1 7,
1B (dy) = / dp,i(2)BEF (2, dy) = T d . #j.
2€Dy Uk, (y) T dy — Cid_yvk,z'(y) dy, i=j,

(2.27)

on the interior of Dy ;, k € K°, (Karandikar & Kulkarni 1995). Intuitively, vy ,(y)T;; dy
represents the instantaneous rate of transition from phase 7 to 7 in the infinitesimal interval
dy, vki(y)T;; dy represents no such transition occurring, and —cl-d—vm(y) dy represents
Y
the drift across the interval dy when the phase is i.
Translating the results of Bean & O'Reilly (2014) to use the partition {Dj;} we may
state that, for alli,j € S, 1 #j, k€ {1,..., K — 1},

Mk,iBZk(Dk,i) = / Ui ()T d,
CEGD}CJ

(i BEF (Dy i) = / Oki(2) Ty Az — 0 i (Yppq ) 1(ci > 0) + ciop(y ) 1(e; < 0),
LEE’D}C,Z‘

where 1(-) is the indicator function and x* and x~ denote the right and left limits at
x. Intuitively, the first expression represents the instantaneous rate of the stochastic
transitions of the phase process {¢(t)} from i to j while {X(¢)} remains in Dy;. The
first term in the second expression represents the net rate of transition out of phase ¢
while {X(¢)} remains in Dy ;, while the second and third terms in the second expression
represent the flux out of the right-hand edge of Dy ; when ¢; > 0 and the flux out of the
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left-hand edge of Dy ; when ¢; < 0, respectively. Essentially, this is just a rewriting of
(2.27) as an integral equation and including the boundary conditions.
The results of Bean & O’Reilly (2014) also imply that,

/Lk’iBZ’k—H(Dk_;_Li) = civm(yk_ﬂ)l(ci > 0), for all 7 € S, ke {0, 1,2,..., K — 1}7
ukﬂBZ’k_l(Dk_u) = —civuri(yi)1(c; <0), foralli € S, k € {1,2,3,...,K}.

Intuitively, the first equation represents the flux from Dy ; to Dyi1,; across the shared

boundary at yx+1 which occurs when ¢; > 0 only. The second expression represents the

flux from Dy ; to Dy_1; across the shared boundary at y;, which occurs when ¢; < 0 only.
At the boundary x = 0, the rate at which point masses move between phases is

/ﬁ—Lz'Bi_il’_l = pu_1;,({0}) Ty, if ¢; <0,
po1iB T = o ({0 Ty, if ¢ <0, ¢; <0.
The rate at which point mass leaves the boundary is
/L,M-B;jl’o =pu_1;,({0}) T, if ¢; <0, ¢; > 0.
The rate at which point masses accumulate at the boundary is
0,—1 _

,uO,iBZ‘j = —Ci]\?/ijvo,i(0+), if c < 0, Cj < 0.
In Dy, if ¢; < 0 and ¢; > 0 the phase changes from ¢ to j either from a stochastic jump at
rate T;;, or from { X (¢)} hitting the boundary in phase i and transitioning with probability
pij to phase j, hence

Mo,iB?jO(Do,i) :/ . vo,i ()15, dx_civo,i(0+)]\5@'j-
r€Do ;

Also in Dy, if i # jand ¢; > 0 or @ # 7, ¢; < 0 and ¢; < 0, the phase changes from 7 to j
while {X(¢)} remains in Dy ; at rate

10,iB0 (Do i) = / vo.i(x)T3; dx,
xEDo,i
else, {(X(t),p(t))} leaves (Dy;) at rate
HO,iB?{O(DO,i) = / 1]071'(37)1—;@' dr — CiUO,i(yl_>1<Ci > 0) + CiUO,i(O+)1(Ci < O)
mG'Do,i

Similarly, at the boundary x = b, the rate at which point masses move between phases
is

uKH,iBff“’K“ = pr+1,({0}) T, if ¢; >0,
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NK+1,z‘Bg+LK+1 = MK+1,¢({O})Tija if¢; >0,¢, >0,
The rate at which point mass leaves the boundary is
HK+1,iBg+1’K = pr+1,:,({0}) T3, if ¢; >0, ¢; <O.

The rate at which point masses accumulate at the boundary is

KK+1 ~ .
Pk ,iBij = Dy, (07), if ¢; > 0, ¢; > 0.

In Dk, if ¢; > 0 and ¢; < 0 the phase changes from i to j either from a stochastic
jump at rate Tj;, or from {X(¢)} hitting the boundary in phase ¢ and transitioning with
probability p;; to phase j,

/VLK’iBg’K(DKﬂ') = / - UK’Z'(.I)E]' dx + Ci’UK,i(b—)]/Q\ij, c; > 0, Cj < 0.
r€ED 4

If i #j7and ¢; <0ori#j, c;>0andc; >0, the phase changes from ¢ to j within D ;
at rate

MK,iBg-’K(DK,z‘) 2/ vk, (z)T;; dz,
xGDK,i
else, {(X(t),p(t))} leaves (Dg,, 1) at rate
/,LK7,L'BZ'I§’K<DKJ) = / UKJ(.CC)EZ dx + Ci'UKJ'(y;g)l(Ci < O) — CiUK;L'(bi)l(Ci > 0)
.Z’G'DKJ;

Otherwise, ukviBff =0.

Note that we have not presented B in its full detail here and refer the reader to
(Bean & O’Reilly 2014) for the details. The main goal here is to show how B is used
to construct the limiting distribution of the fluid-fluid queue and to illustrate the link
between the operator B and the approximations of the same object. As we shall see later,
these expressions closely resemble the approximations to the same quantities.

2.4.2 The infinitesimal generator, D, of an in-out process

Let 5(t) = fot |74(2)(X(2))] dz be the total unregulated amount of fluid that has flowed
into or out of the second buffer during [0,¢], and let n(w) = inf{t > 0 : B(t) = w} be
the first time this accumulated in-out amount hits level w. Note that at the stopping
time n(w) it must be that (X (n(w)), ¢(n(w))) € (F™,i) for some i € S and m € {+, —},
i.e. m # 0. We define the operators U}/ (w, s) : Moy(Drs N F") = Moy(Dy; N F}), for
ke KTUK,te KTUK ,and i€ S;, j €S, by

1 UL (w, 5)(€)
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= / dpri(2)E [ 1{X (n(w)) € EN Dy, p(n(w)) = j} | (0) =i, X(0) = x] .
LEE'Dk’i
Then, construct the matrix of operators

U(w, 8) = [[Uff(uh S)]iGS;,jESZ}k7£eIC+UIC* ’

The matrix of operators D(s) is the infinitesimal generator of the semigroup {U(w, s) },>0
defined by

d
D(s) = @U(wa $)|w=0,

whenever this limit exists.
Recalling the constructions in Equations (2.22)-(2.26) and using Lemma 4 of Bean &
O’'Reilly (2014) gives the following expression for D(s).

Lemma 2.1. For w >0, s € C with Re(s) >0,4,5 €8S, ke Kf UK, (€ IC}UIC;,
D} (s) = [R*(B* — sl 4+ B*(s1 — B®)~'B")];,
where | is the identity operator, and R* = diag(R¥, i € S) is a diagonal matriz of operators
R given by
1
k + -
Z’EEQD]@Z’ 7/.7f(x‘)|

Also, construct the matrices of operators

o = [[09] o]
[ K ]ZGSITJGSZ kekcm eekcn

2.4.3 The first-return operator, ¥(s)

We denote by W(s) the matrix of operators with the same dimensions as D™~ recording
the Laplace-Stieltjes transforms of the time for {W (¢)} to return, for the first time, to the
initial level of zero as introduced in Bean & O’Reilly (2014) but constructed with respect
to the finer partition {Dy,}. Define the stopping time (y (E) = inf{t > 0 : W(t) € E}
to be the first time {W(¢)} hits the set E, then each component WrH(s) : Moy(Dry) —
Mop(Dyj),i,j €S, k€ K and £ € K5, is given by

Y5 (5)(E)
- / dpagi(2)E [ OV (X (G ({0})) € £N Dy, w(Gw({0}) = 5) | X(0) ==,
CCED}C’Z'
W(0) =0,0(0) =1].
Bean & O’Reilly (2014) Theorem 1 provides the following result which characterises ¥(s).
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Theorem 2.2. For Re(s) > 0, Y(s) satisfies the equation:
Dt (s) + ¥(s)D *(s)¥(s) + DT (s)¥(s) + ¥(s)D " (s) = 0.

Furthermore, if s is real then W(s) is the minimal non-negative solution.

2.4.4 Limiting Distribution

Let ¥ = ¥(0). We define ¢ ({0}) = inf{t > ¢71({0}) : W(t) = 0}, for n > 2, to be
the sequence of hitting times to level 0 of W (t), with ¢f({0}) := Cw({0}). Consider
the discrete-time Markov process { X ((}i,({0})), v((i ({0})) }n>1, and for i € S, k € K
define the measures §; given by

() = lim P (X(G({0})) € &N Dy p(G({0}) = 1)

By Bean & O’Reilly (2014), the vector of measures § = (Ekvi)iesg,kelc* satisfies the set of

equations
__ Bm-0 ~1 _y
€ 0] (— { So— Eoo D { EM }‘P =5 (2.28)
YN GaF) =1 (2.29)
kek~ ies,

We reproduce Theorem 2 of Bean & O’Reilly (2014) below, which gives the joint
limiting distribution of {(W(t), X(t),¢(t))}. Recall that the joint limiting density op-
erator M(w) = (M;(w));es for {(W(t), X(t),(t))} and the joint limiting mass operator
P = (P;)ies are defined by (2.20) and (2.21), respectively. We can partition T so that

M(w) = [MH(w) 1 (w) 1(w)]

[("k,i(w»ies,j,ke/ﬁ (i (0))ies- e (MhilW))seso pexo |

where
Similarly, we can write
p= [p* po} = [(pkai)iesk_,kelc* (pk»i)iesg,keico )

where pk7l<£) = pl(((: N Dk,z)
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Theorem 2.3. The operator " (w), for m € {+,—,0} and w > 0, and the probability
mass P, for m € {—,0}, satisfy the set of equations:

) = [rh ) )] | g | (-8%)7 (2:30
) ww] = )| g |l ) [ ] e
P P =28 0}< {Sf 2500])_1, (2.32)
/w JFEMYdw+ > > pRFEN) =1, (2.33)

m€{+,—,0} i€S me{—,0} i€S

where K = DT+(0) + YD1)(0) and 2z is a normalising constant.

At this point we reiterate that Equations (2.30)-(2.33) are operator equations and are
only amenable to numerical evaluation in the simplest of cases. Sources of this intractabil-
ity come from, for example, the need to find the inverse operator (—B%)~! and the need
to find the solution, Y(s), of the operator equation in Theorem 2.2. There is also the
complexity of the partition of the operators defined by the sets F/", i € S, m € {+,—,0}.
Therefore, there is the need for approximation schemes such as those presented in this
thesis.

2.5 Discontinuous Galerkin

The discontinuous Galerkin (DG) method is a general methodology for numerically ap-
proximating solutions to differential equations. The discontinuous Galerkin method is
a finite-element method which approximates differential operators by finite dimensional
matrices. In this thesis we use the discontinuous Galerkin method to approximate the
infinitesimal generator of a fluid queue. Here, we give a very brief introduction to dis-
continuous Galerkin methods in general and refer the reader to Chapter 3 for details on
the application to fluid queues, and to Hesthaven & Warburton (2007) for more details
on the method in general.

Intuitively, the DG method works by first partitioning the spatial domain into cells,
on each cell a basis of (typically polynomial) functions is defined, then the differential
equation is projected onto the basis of polynomials. Thus, the differential equation is
discretised it two ways, by the partition of the state space into cells, then by the projection
onto a finite dimensional basis. Linking the cells together essentially amounts to defining
boundary conditions for each cell. To form the boundary condition for cells adjacent
to the boundary we take the boundary condition defined by the problem we are solving
and discretise it by projecting it onto a set of basis functions. For cells in the interior
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the boundary condition is defined by the solutions on adjacent cells. In the context of
conservation laws (which is what we solve in this thesis), the boundary conditions on
each cell are known as the flux, as they describe the rate, with respect to time, that the
conserved quantity flows across the boundaries of the cells. The flux is discretised and is
known as the numerical fluz.

Typically, polynomial functions are used as the basis for the DG method. The main
choices to make in defining the scheme are the grid which defines the cells, the order of
the polynomial basis, and the choice of numerical flux.

Hesthaven & Warburton (2007) claim that the first discontinuous Galerkin finite el-
ement scheme was developed in Reed & Hill (1973) where they use the method to solve
the first order differential equation

ou+V - (au) = f,

in a 2-dimensional spatial domain, where o is a constant, a is a piecewise constant function,
and u is the unknown. The literature has since expanded and includes (but is not limited
to) theory on the convergence rate of the scheme, the choice of numerical flux used (we
will define this later), the choice of spatial discretisation used, and applications to a range
of other problems including higher-order differential equations and to partial differential
equations (PDEs) such as non-linear conservation law. The PDE which describes the
evolution of the distribution of a fluid queue is a conservation law as probability must be
conserved.
In one dimension, linear conservation laws take the form

ou(z,t) 0

o %(c(t)u(:v, t) =0,z €9, (2.34)
u(z,t) = g(x,t), x € 0N (boundary condition)
u(z,0) = f(z). (initial condition)

where (2 is the region of interest and 052 its boundary. Here w is the conserved quantity,
which we will refer to as mass, but it could be any conserved quantity.

To solve conservation laws with the DG method the spatial domain € is partitioned
into cells (intervals) Dy = [yg, Yg+1], £ = 0,..., K — 1. For each cell D) we choose py
linearly independent functions {¢}}**,, compactly supported on Dy (i.e. ¢}.(x) = 0 for
x ¢ Dy). Typically, we take ¢ (x) to be a basis of polynomial functions. The functions
{d}}P%, span some function space, Uy, say, and further form a basis for this space. It is
convenient in this work to take {¢}.}?*, as a basis of Lagrange interpolating polynomials
defined by the Gauss-Lobatto quadrature points (Hesthaven & Warburton 2007) (see also
Section A.4). For the sake of illustration, the reader may think of {¢}}?*, as the Lagrange

polynomials. On each cell D, we approximate

u(e,t) ~ ug(e,t) = Y ag(t)dj(x), © € Dy,
r=1
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where a(t) are yet-to-be-determined time-dependent coefficients. The approximation wuy

is referred to as the local approximation on cell k, while the global approximation is given
K—1

by > wy on the whole domain Q. The whole approximation space is @ Uy, the direct
k=0 kez

sum of the spaces Uy, k € {0, ..., K —1}.

Now, consider multiplying (2.34) by the row vector ¢x(z) = (¢4(x), ..., 7" (x)) and
integrating by parts over Dy,

/xeDk au;’ t)ﬁbk(x) dz + /xepk c(t)u(z, t)%ebk(x) da — c(t)[u(, t) gy ()]t =
(2.35)

The term —c(t)[u(z, t)p(x)]5), is known as the fluz, and it describes the rate at which
mass flows into and out of the cell Dy. The flux is essentially a boundary condition on
the cell Dy and is specified by the value of the solution on the adjoining cells. When
c(t) is positive (negative) then mass flows into (out of) cell Dy, at the left-hand boundary,
and out of (into) cell Dy at the right-hand boundary. Suppose that c(t) is positive.
When u is continuous, then u(y, ,t) = u(yg,t), where y~ is the left limit at y, hence
the flux into cell Dy, in Equation (2.34) is c(t)u(y, ,t)@pxr(yr). The flux out of cell Dy is
c(t)u(Yyyq5t)Pr(Yrs1). Using this, rewrite (2.35)

ou(z, P
/xem (8t t)cﬁk(x) dot /xeDk c(t)u(z, ) a_g;‘ﬁk(x) dx

— () [u(Ypr ) Pr(Yrs1) — wlyy 1) Pr(yr)] = 0. (2.36)

We can proceed analogously when ¢(t) is negative.
Upon substituting the approximations u; and wuy_; into (2.36)

8ak 9
/xeDk at(t)(,‘bk(x)/(ﬁk(x) dz + /xeDk C(t)ak(t)qbk(l’)/%gbk(x) da

— c(t)[ar(t) k(Y1) Pk (Y1) — @r1 () Pre—1(yy, ) dr(yi)]-

— da;t(t)Mk +c(t)ag ()G — c(t)[as(t) F** — ay_y (t) FF14]

- (2.37)
where
M= () Pu(z)de, - Gy = ¢k($)/d%€¢k(:r) dz,

€Dy, €Dy,

FM = ¢ (yi) Onlyen), FYH = ¢ (y) din)

and are known as the mass, stiffness and flur matrices. Thus, the approximation has
reduced the problem to a system of ordinary differential equations. One can determine
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the coefficients ax(t), k = 0, ..., K —1, from the initial condition a;(0), k = 0, ..., K—1, and
integrating over time, perhaps numerically. The initial coefficients ax(0), k =0, ..., K — 1,
can be found by projecting the initial condition onto the basis of polynomial functions,
{% 3

One subtlety is the choice of numerical flux. We arrived at the numerical flux above
using a continuity argument. However, the approximate solution Zsz_Ol ug(x,t) is discon-
tinuous at the points y;. It turns out that the choice of numerical flux is not unique and
there are range of values we may choose from. The numerical flux above is known as the
upwind flux — we use it throughout this thesis and do not explore others.

Other choices we have made to define our discontinuous Galerkin scheme are the basis
functions used and the cell geometries. We refer the reader to (Hesthaven & Warburton
2007) and reference therein for more details.

Typically, DG schemes are used to solve physical problems in 2 or 3 dimensions. The
cell geometries become more complex in higher dimensions and this complicates matters
somewhat, but the underlying principles and intuition is the same. In this thesis we solve
problems with one spatial dimension only.

Two properties which make the DG scheme a natural choice to solve the problem
present in this thesis are: high-order accuracy enabled by the use of basis functions to
model the solution on each cell, and the cell-based structure of the method with cells
related to each other at cell edges only and only to neighbouring cells. Finite difference
methods can achieve high-order accuracy, however they are not cell-based, which makes
them not a natural choice to solve the fluid-fluid queue problems in this thesis. Finite
volume methods are cell-based, but do not have the same high-order accuracy as the DG
method. Further, approximating flux terms with greater accuracy in the finite volume
method can introduce dependencies between cells which are not neighbours and this
creates difficulties when partitioning the approximate operator which we need to do for
our application to fluid-fluid queues.

2.5.1 Time-integration schemes

In this thesis we numerically integrate ODEs of the form

d
Ea(t) =a(t)Q (2.38)

where a(t) is a vector of coefficients and @ a matrix, given an initial condition a(0). To
do so, we employ the strong stability preserving Runge-Kutta (SSPRK) scheme of order
4 with 5 stages (Spiteri & Ruuth 2002). SSPRK methods are a family of Runge-Kutta
methods which, to quote Section 5.7 of Hesthaven & Warburton (2007), “...can be used
with advantage for problems with strong shocks and discontinuities, as they guarantee
that no additional oscillations are introduced as part of the time-integration process.”
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In our context, the SSPRK method with s stages has the form

v = a(t),
/—1

’U(Z) - Zafkv(k) + hﬁfkv(k)Qa = 17 sy S,
k=0

a(t+h) = v,

where ay, and Gy are coefficients which define the scheme and A is the t-step size. To en-
sure the stability-preserving property the coefficients ay, and Sy are chosen to be positive
so that v®) is a convex combination of forward-Euler steps. Moreover, the coefficients
ag and Sy are optimised so that the allowable t-step size is as large as possible. The
maximum allowable t-step size is hrg, and we require

. Qg
hrrk < min —hg,
Lk k
where hg is the maximum allowable t-step size for the forward-Euler scheme.
The t-step size needs to be chosen to be sufficiently small so that the time integration
is stable. Here, for an order p DG scheme we choose the time step to be less than

o n ) miny Ay,

max |¢;| min (z, — z,_1) ————

ies | re i pr1 V" " 2

where z,_1 < 2., 21 = —1, 2p41 = 1 and 2,,7 = 2,...,p, are the p — 1 zeros of the first

derivative of P,(x), the order p Legendre polynomial. This follows advice from Hesthaven
& Warburton (2007).

2.5.2 Slope limiters

A well-know problem with DG schemes is that, in the presence of steep gradients or dis-
continuities, spurious oscillations in the approximate solution can occur and positivity is
not guaranteed (see Hesthaven & Warburton (2007) Section 5.6, and Koltai (2011) Sec-
tion 3.3, for example). To rectify this, in some contexts, slope limiting can be used (see
Cockburn (1999), or Hesthaven & Warburton (2007), Section 5.6.2 and references therein).
Slope limiting alters the DG approximation in regions where oscillations are detected to
ensure the approximate solution is non-oscillatory. It does so by reducing the order of
the approximation to linear and then limiting the gradient of the approximation in these
regions. However, limiting does not distinguish between natural oscillations, which are a
fundamental feature of the solution, and spurious oscillations, which are caused by the
approximation scheme. As a result, the limiter may unnecessarily reduce the accuracy of
the scheme in the presence of natural oscillations (see (Hesthaven & Warburton 2007), Ex-
ample 5.8). Furthermore, slope limiting adds an extra computational cost on top of the
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approximation scheme and means that the resultant approximation to certain operators
are no longer linear. This is of consequence in our application to fluid-fluid queues where
we approximate an operator-Riccati equation by a matrix-Riccati equation, which is only
possible when the approximate operators are matrices.

We now describe a simple slope limiter known as the Generalised MUSCL scheme
(Cockburn 1999) (see also (Hesthaven & Warburton 2007), Section 5.6.1). Define the

minmod function

m(ay, as,as) = sminieqi03y |ail, [s] =1,
9 » U3 07 OthGIWISe,

3
where s = 52 sign(a;). When all three arguments, a;, as and az have the same sign,
the minmod %mllction returns the smallest of the three arguments with the correct sign,
otherwise the signs of the three arguments differ and the minmod function returns zero.
In the context of DG the three arguments a;, as and agz are the estimates of the average
gradient of the approximate solution near a given cell. When the signs of a1, as and ag
differ, this suggests an oscillation in the approximate solution.

Now, define u; as the average value of the approximate solution on cell k, then the

slope limited solution on cell k is the linear approximant

im _ _ Uk+1 — U Uy — Uk—1
ch (uk) = Uy + ($ - yk)m (Héazuh > )

AV SAN

where IT}_uy, is the slope of the linear projection of uy, on cell k and 7, = (yx, + yx11)/2 is
the centre of the kth cell.

In non-oscillatory regions of the solution the slope limiter is unnecessary and reduces
accuracy, so we only apply the limiter to cells £ where oscillations are detected. To
determine which cells need limiting we compute

L _ — — L — — — —
U, = Up — m(Uk — Up, U — Ug—1, Uktr1 — uk)7
R _ — — R — — — —
U = Uk + m(uk — Uy, Uk — Ug—1, Uktr1 — uk)7

where ul and uf are the values of the approximate solution on cell k evaluated at the
left-hand and right-hand edges of the cell. We apply the slope limiter to cell k if vF # ul
or vt # uf', otherwise the approximation on cell k is left unaltered.

2.5.3 Slope limiters and time integration

To use slope limiters within the SSPRK scheme we first project the initial condition on
to U, the set of polynomial basis functions, and apply the slope limiter to the projection
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to determine the initial coefficients a(0). To find the coefficients for the approximate
solution to the transient distribution at time ¢y we take the (limited) initial condition
a(0) and evolve it forward in time until ¢, via numerical integration of the differential
equation (2.38). At each stage of the time-integration we apply the slope limiter, i.e. the
scheme above with a slope limiter is

l

v =" (Z o >+hﬁgkv<’“Q>,le,...,s
k=0

a(t+h) =

where I1" is the slope limiter function which determines on which cells the solution needs
limiting, and if so, applies the limiter TT4™.

We refer to this (vanilla) application of a limiter to the DG scheme as the DG-lim
scheme.

Consequences of slope limiting We have already mentioned that the Generalised
MUSCL slope limiter reduces the order to linear in regions where oscillatory solutions are
detected. When slope limiting is used in conjunction with a time-integration scheme the
reduction in order may not be local in time and may persist past the time when the limiter
first detected oscillations. For example, consider a problem with an initial condition which
introduces oscillations into the numerical approximation. If the slope limiter is applied
to the initial condition then, in the region around the oscillations, the approximation to
the initial condition will be linear. Even if the slope limiter is not applied (or not needed)
after this point, the initial condition has still been altered, perhaps significantly, from
the original approximation and this can affect the accuracy of transient approximations.
This is not to say that the slope-limited-regions of the approximation will always remain
linear. When no oscillations are detected, the DG scheme can use the full power of the
high-order polynomial basis to approximate the solution, and this is one of the advantages
of generalised slope limiter described. Instead, we want to point out that once the limiter
is applied at one time point, the approximation becomes linear which will affect the
accuracy at subsequent time points.

2.5.4 Another slope limiting scheme

The advantage of the approach above is that, in areas of the approximation where the
solution is smooth, then the high-order accuracy of the method can be retained, while
maintaining positivity where necessary. However, if the problem at hand is dominated
by discontinuities and/or if there are no regions of the solution of interest which are
smooth, then there is no real advantage in the approach above as the limiter will reduce
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the approximate solution to linear in all regions of interest. Hence, we may as well just
use a linear scheme and save on some computation.

Perhaps a better approach would be to use a linear scheme with a smaller cell width
such that the computational work remains approximately the same. For example, for
a DG scheme with 2p basis functions on a cell, Dy, of width A, say, we construct block
matrices of dimension 2p x 2p (i.e. the mass, stiffness and flux matrices, My, Gy, and F**,
respectively) and compute the approximate solution using these matrices. Alternatively,
consider breaking the cell, Dy, up into p sub-cells of width A/p and using a DG scheme
with 2 basis functions on each sub-cell (i.e. a linear basis on each cell). On each of the p
sub-cells we construct block matrices of size 2 x 2. To approximate the solution on the
original interval D, we form the p approximations on each sub-cell into larger matrices
which are of dimension 2p x 2p, and then use in the same way as before. Thus, the scheme
with 2p basis functions on the cell Dy, and the scheme with a 2 basis functions on each of
the p sub-cell have approximately the same computational cost (the latter scheme results
in a sparser matrix).

If we know a priori that we will apply the slope limiter to cell Dy, then intuitively we
suspect that the latter scheme may be far more accurate; it will approximate the solution
on Dy, by a piecewise linear function with p pieces, whereas the DG scheme with 2p basis
functions on cell D, will, after limiting, represent the solution as a single linear function
on Dy,.

We refer to this scheme as the DG-lin-lim scheme, as it is a linear DG scheme with a
limiter.

2.5.5 Briefly, on accuracy

The accuracy of the DG scheme for smooth problems is well-known. For example, in
(Hesthaven & Warburton 2007, Section 5.5) there is the following result.

Theorem 2.4. Consider the one-dimensional scalar conservation law
ou 0O
- 1 _f =49,
ot ot
with © € ).
Assume that the flur, f € C3, and the exact solution u is sufficiently smooth with

bounded derivatives. Let uy be a piecewise polynomial semidiscrete solution of the discon-
tinuous Galerkin approximation to the one-dimensional scalar conservation law, then

[lu(t) = un(t)llan < C(ORH,

provided a reqular grid of h = maxh* [and an upwind fluz] is used. The constant C
depends on u, N and time t, but not on h. [Here, h is the mazimum width of the cells
used, N is the order of the polynomial basis and || - ||q.n denotes a global ‘broken’ norm

ul[&,, = K ka u? dx where Dy, are the non-overlapping elements, or cells.]
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Thus, in the numerical experiments in Chapter 7, for smooth problems, we can expect
accuracy proportional to AP for the DG approximation of the solution, provided the DG
scheme uses a polynomial basis with p functions on each cell, a regular grid of A = max Ay,
and a second-order SSPRK method to integrate over time (Hesthaven & Warburton 2007,
Sections 5.5, 5.8, and references therein). However, for the atypical applications of the
DG approximation in Chapter 7, such as determining the first-return operator of the
fluid-fluid queue, the author does know of any rigorous bounds on the accuracy of the
approximation. Although, it seems reasonable to expect to see similar behaviour in the
approximation errors in these cases, provided the solution is sufficiently smooth.

Recall that for the DG-lin-lim scheme in Section 2.5.4, instead of using p basis functions
on each cell, we instead use linear functions on smaller cells with width A/(p/2). Thus,
for the DG-lin-lim scheme we can expect accuracy of order (A/(p/2))? (the exponent is
2 as the scheme uses linear functions for the approximation on each cell, and the base is
A/(p/2) as that is the reduced grid size) (Hesthaven & Warburton 2007, Sections 5.5, 5.8).

2.6 Quasi-birth-and-death processes with rational ar-
rival process components

One of the approximation schemes we develop in this thesis is based on a suitably
defined quasi-birth-and-death process with rational-arrival-process components (QBD-
RAP). QBD-RAP processes are built from matrix-exponentially distributed inter-event
times. We now introduce the class of matrix exponential distributions (see Bladt &

Nielsen (2017) for a more detailed exposition) and recount some important properties
before introducing the QBD-RAP (see Bean & Nielsen (2010) for more on QBD-RAPs).

2.6.1 Matrix exponential distributions

A random variable, Z, is said to have a matrix exponential distribution if it has a distri-
bution function of the form 1 — aeS%(—8)~1s, where « is a 1 x p initial vector, S a p x p
o n

(

matrix, and s a p x 1 closing vector, and %% = E

is the matrix exponential. The

n!
n=0

density function of Z is given by fz(x) = ae5*s. The only restrictions on the parameters
(a, S, s) are that aeS*s be a valid density function, i.e. aeS5%s > 0, for all x > 0 and
lim, o0 1 — ae5%(—8)"ts = 1. In general there is the possibility of an atom (a point
mass) at 0, but here we do not consider this possibility.

The class of matrix exponential distributions is characterised as thO% class of probability

distributions which have a rational Laplace transform. That is, e Maetsdr is a

=0
ratio of two polynomial functions in A\. Matrix exponential distributions are an extension
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of Phase-type distributions, where for the latter, S must be a sub-generator matrix of
a CTMC, s = —Se where e is a 1 x p vector of ones, and « is a discrete probability
distribution.

A representation of a matrix exponential distribution is a triplet (e, S,s), and we
write Z ~ ME(a, S, s) to denote that Z has a matrix exponential distribution with this
representation. The order of the representation is the dimension of the square matrix
S, i.e. if S is p X p, then the representation is said to be of order p. Representations of
matrix exponential distributions are not unique (Bladt & Nielsen 2017). A representation
is called minimal when S has the smallest possible dimension. Throughout this work, we
assume that the representation of any matrix exponential distribution is minimal.

Let e; be a vector with a 1 in the ith position and zeros elsewhere. Throughout
this thesis, unless otherwise stated, we also assume that the closing vectors of matrix
exponential distributions are given by s = —Se, and that (e;, S,s) fori =1,...,p are
representations of matrix exponential distributions. It is always possible to find such a
representation (Bladt & Nielsen 2017, Theorem 4.5.17, Corollary 4.5.18). As such, we
abbreviate our notation Z ~ ME(«, S,s) to Z ~ ME(«, S). Further, given s = —Se

then observe that / eSTsdr = (-S) 's=e.

For a given p xwﬁomatrix S, denote by A C RP the space of all possible vectors a
such that (a,S) is a valid representation of a (possibly defective) matrix exponential
distribution.

The condition that ce“%s be a valid density imposes some properties on representa-
tions (a, S, s). However, in general there is no way to determine whether, a given triplet
(o, S, s) is a representation of a matrix exponential distribution, or not. Nonetheless,
some properties of a triplet («, S, s) are known, such as the following, which is used in
the characterisation of QBD-RAPs.

Theorem 2.5 (Theorem 4.1.3, Bladt & Nielsen (2017)). The density function of a matrix
exponential distribution with representation (o, S,s) can be expressed in terms of real-
valued constants as

my1 Pj mo  4j
ZZ% e“f +ZZdjk 0 e"ﬂ cos(o;x)
j=1 k=1 j=1 k=1 o
m2
5T 2.39
—l—JZl;e]k D ¢ " sin(o;@), (2.39)

for integers my, ma, p;, and q; and some real constants c;i, dji, €j, 1, 1;, and oj. Here
ti, 3 =1,...,my are the real eigenvalues of S, while nj+ioj, nj—io;, j =1,...,my denote
its complea: ezgenvalues, which come in conjugate pairs. Thus, my+2ms s the total number

of eigenvalues, while the dimension of the representation is given by p = ij +2 Z q;-
j=1 j=1
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Theorem 2.6 (Theorem 4.1.4, Bladt & Nielsen (2017)). Consider the non-vanishing
terms of the matrixz exponential density (2.39), i.e., the terms for which cj, # 0, dj, # 0,
or e # 0. Among the corresponding eigenvalues \;, there is a real dominating eigenvalue
Kk, say. That is, k is real, Kk > Re(\;) for all j, and the multiplicity of k is at least the
multiplicity of every other eigenvalue with real part k.

Corollary 2.7 (Corollary 4.1.5, Bladt & Nielsen (2017)). If (e, S, s) is a representation
for a matriz exponential distribution, then S has a real dominating eigenvalue.

Theorem 2.8 (Theorem 4.1.6, Bladt & Nielsen (2017)). Let Z be a matriz-ezponentially
distributed random variable with density (2.39). Then the dominant real eigenvalue K of
Theorem 2.6 is strictly negative.

We define dev(S) to be the real dominating eigenvalue of S, that is dev(S) = & in
Theorem 2.6.

Concentrated matrix exponential distributions

Recently, the class of concentrated matriz exponential distributions (CMEs) has been in-
vestigated (Elteto et al. 2006, Horvath et al. 2016, Elteto et al. 2006, Horvath, Horvath
& Telek 2020, Mészaros & Telek 2021). As the name suggests, concentrated matrix ex-
ponential distributions are matrix exponential distributions with a very low coefficient
of variation (variance relative to the mean). As the order, p, of the representation in-
creases, the variance of concentrated matrix exponential distributions decreases at rate
approximately O(1/p?). For comparison, the variance of an Erlang distribution, the most
concentrated Phase-type distribution, decreases at rate O(1/p) as the order p increases
(Aldous & Shepp 1987). In this thesis we use CMEs to approximate the distribution of
deterministic events. For a given order, concentrated matrix exponential distributions
have a much lower coefficient of variation than any Phase-type of the same order, and
therefore a better ability to model determinism.

The class of concentrated matrix exponential distributions (CMEs) is found numeri-
cally in (Horvath, Horvath & Telek 2020) and computationally efficient expressions for
the density and moments of CMEs are provided therein. We refer the reader to (Horvéth,
Horvath & Telek 2020) for the specific parameters of CMEs.

CMESs exist for all orders, however, in our computations we use CMEs with odd orders
only. The justification for considering representations of odd orders only is that the
variance of CME distributions of orders 2p and 2p — 1 are relatively similar and therefore
have similar abilities to model deterministic events (Horvath, Horvath & Telek 2020).
Hence, when we construct our approximations (in Chapter 4) using a representation of
order 2p we expect it to perform only marginally better than an approximation constructed
with a representation of order 2p — 1. However, the computational cost of the latter is
lower, so we opt for the order 2p — 1 representation.
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From the definition of the class of CME distributions, for a given CME with odd order,
p, and representation (e, S), the matrix S has one real eigenvalue, and p — 1 complex

eigenvalues and all eigenvalues have the same real part (Horvath, Horvath & Telek 2020).
St

For CMEs the vector function k(t) = —
aeSte

w = min;(|I(\;)|), A\i are the eigenvalues of S and (z) is the imaginary component of
a complex number z. We leverage this fact to simplify some numerical integration in
Chapter 4.

is periodic with period p = 27 /w where

2.6.2 QBD-RAPs

To define a QBD-RAP we first define a Marked (Batch) rational-arrival-process (BRAP),
and to define the BRAP, we first define the rational-arrival-process (RAP). As in (As-
mussen & Bladt 1999) (see also Section 10.5 of Bladt & Nielsen (2017)) let (2, F, P) be a
given probability space, let .4 be the set of all counting measures on (0, c0), let Z(A")
be the Borel o-algebra of .4 and let .# (.4") denote the set of finite signed measures on
A, Consider a point process N : 2 — A4, and denote by Yo =0 < Y] < Y5--- the event
times of N. Let {N(¢)} be the counting process associated with N such that N(¢) returns
the number of events by time ¢, and let 8, : A4~ — A4 be the shift operator defined by

0N = {N(t+ 5)}s>0 = {N(S)}s>1-

Definition 2.9 (Asmussen & Bladt (1999)). We call a point process N a rational arrival
process if P(N(0,00) = 00) = 1 and there exists a finite dimensional subspace V- of M (.N")
such that for any t, P(6:N € - | F;) has a version u(t,-) with u(t,w) € V- for all w € Q.

Now, to define the Batch RAP, let J# C Z be a set of marks. Suppose that associated
with the nth event of N is a mark M,. For ¢ € J#, let N; be simple point processes
associated with events with marks of type 7 only, and let {N;(t)}:>o be the associated
counting processes of events of mark 7.

Definition 2.10 (Bean & Nielsen (2010)). We call a marked point process, taking marks
in a countable set A, a batch rational arrival process (BRAP), if for alli € A,

P(N;(0,00) = 00) = 1

with N;(0,00) being the total number of marks of type i on the positive half-line, and there
exists a finite dimensional subspace V' of M (N") such that, for any t, P(;N € - | F;) has
a version u(t,-) with p(t,w) € V for all w € Q.

Denote by fnn(y1, m1, Y2, Ma, ..., Yn, my) the joint density, probability mass function
of the first n inter-arrival times, Y;,Ys — Yi,...,Y, — Y, _1, and the associated marks
My, ..., M,,. From Theorem 1 of Bean & Nielsen (2010) we have the following characteri-
sation of a Marked RAP (analogous to the characterisation of RAPs in Asmussen & Bladt
(1999)).
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Theorem 2.11. A process N is a Marked RAP if there exist matrices S, D;, 1 € &, and
a row vector a such that dev(S) < 0, dev(S + D) =0, (S+D)e=0, D=}, D;,
and

Inn(yr, ma, Yo, Moy ooy Yny M) = ozesylDmlestm2 o esy"Dmne. (2.40)

Conversely, if a point process has the property (2.40) then it is a Marked RAP.

Denote such a process N ~ BRAP(a, S, D;, i € X).
Also, from Bean & Nielsen (2010), associated with a Marked RAP is a row-vector-
valued orbit process, {A(t)}i>0,

=1

N(t)
a <H eS(Yi_Yil)DMi> eS(t=Yn())

A(t) = .
N@©)

e (H eS(Yi—Yil)DMi) es(t_YN(t))e
=1

Thus, {A(t)} is a piecewise-deterministic Markov process where, in between events { A(t) }
evolves deterministically according to

Ay
A(Y e Tvolel

)6S(t—YN(t))

where A(Yy,)) = limy o+ A(Yn() — u). Equivalently, {A(t)} evolves deterministically
according to differential equation

%A(t) = A(t)S — A(t)Se - A(t),
between events.

The process {A(t)} can jump at event times of N (the process does not necessarily
jump at these times, but we may still refer to it a ‘jump’ and typically the dynamics
change at this point). At time ¢ the intensity with which {A(¢)} has a jump is A(t)De,
ie. P(N(t) = n,N(t +dt) = n+ 1) = A(t)Dedt. Upon an event at some time ¢, the
event is associated with mark i with probability A(t)D;e/A(t)De. Upon on an event at
time ¢ with mark ¢, the new position of the orbit is A(t) = A(t~)D;/A(t")D;e. Thus,
jumps of the orbit process are linear transformations of the orbit process immediately at
the time immediately before the jump.

A key property of Marked RAPs is that the distribution of the process, conditional
on the orbit process up to and including time ¢, can be expressed in terms of A(t) and
measures vy, ..., v, € V' which form a basis for the space V;

u(t,) =PON € - | F) = A(t)v(-), (2.41)
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where v = (vy, ..., v,)" form a basis for V.

Marked RAPs are an extension of Marked Markovian arrival processes to include
matrix exponential inter-arrival times. For Marked MAPs, the vector A(t) is a vector of
posterior probabilities of a continuous-time Markov chain.

Intuitively, A(t) encodes all the information about the event times of the Marked
RAP, and the associated marks up to time ¢, that is needed to determine the future
behaviour of the point process. Let F; be the o-algebra generated by N(u),u € [0,t].
Then N | F; = N | A(t) ~ BRAP(A(t),S,D;,i € ). In words, the future of the point
process after time ¢ given all the information about the process up to and including time
t, is distributed as a Marked RAP with initial vector A(t).

Now consider a Marked RAP, N ~ BRAP(a,S,D;, i € {—1,0,+1}). The process
{(L(t), A(t)) }+>0 formed by letting L(t) = Ni1(t) — N_1(t) is a QBD-RAP. A QBD is a
QBD-RAP where the inter-event times are Phase-type.

2.7 More on relevant literature & the context of the
thesis

In the process of introducing the technical concepts we have already covered some the
relevant literature. Here, we provide some more context for the contributions of this
thesis. The focus of this thesis is on developing numerical approximations of fluid queues
such that we may approximate the operator-analytic analysis of fluid-fluid queues form
Bean & O’Reilly (2014).

Fluid-fluid queues and related models Related to the analysis of fluid-fluid queues
are the works of Miyazawa & Zwart (2012), Latouche et al. (2013), Bean & O’Reilly
(2013b) and Bean, O’Reilly & Palmowski (2022). Miyazawa & Zwart (2012) analyse
related discrete-time multidimensional Markov additive processes and derive operator-
analytic expressions for the limiting distribution. Although markedly different in their
approach Miyazawa & Zwart (2012), like Bean & O’Reilly (2014), is inspired by a matrix-
analytic approach. The work of Latouche et al. (2013) considers a fluid-fluid queue where
the driving process {(X (t), ¢(t))} is level-dependent, and derives computable expressions
for the marginal probability distribution of the first level, and bounds for that of the
second level. Their analysis is somewhat specific to the data handling model considered
and only arrives at bounds for the marginal limiting distribution of the second fluid level.
In contrast, the work of Bean & O’Reilly (2014) treats more general models and derives
operator-analytic expressions for the joint limiting distribution. Therefore, compared to
Latouche et al. (2013), the methods of this thesis apply to a more general class of models
and enable to approximation of the joint limiting distribution. However, unlike Latouche
et al. (2013), the analysis of Bean & O’Reilly (2014) does not consider a level-dependent
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driving process. Bean & O’Reilly (2013b) analyse a model which is simple special case of
the fluid-fluid queue. They consider a model where the second level process {W (t)} has
constant rates which do not depend on X (¢) (but do depend on ¢(t)), while {(X (t), ¢(t))}
is an unbounded fluid queue. They derive matrix-analytic expressions for certain Laplace
transforms, with respect to the position of the first fluid {X (¢)} relative to its starting
position X (0), of the probability of certain transient events (such as first return and
draining/filling times) of {W (t)}. The work of Bean, O'Reilly & Palmowski (2022) treats
a similar model to that of Bean & O’Reilly (2013b), except that the driving process has
a regulated lower boundary at 0; this significantly complicates the analysis. They derive
matrix-analytic expressions for the first return operator of the second fluid given a specific
exponential form of the initial distribution and a certain boundary condition is met.

Returning now to Bean & O’Reilly (2014) which treats the most general form of the
fluid-fluid queue. Their analysis is inspired by the analysis of classical fluid queues in
Bean et al. (2005b) whereby matrix-analytic expressions for the fluid level are derived in
terms of the generator of the driving process. The driving process of a fluid-fluid queue is
a fluid queue. The analysis of Bean & O’Reilly (2014) requires specific expressions about
the transient distribution of the fluid queue which cannot, in general, be obtained from
the existing literature.

Transient analysis of fluid queues The analysis of fluid queues can be classified
broadly into three approaches, matrix-analytic methods (for example, Ahn et al. (2005),
Ahn & Ramaswami (2003, 2004), Bean et al. (2005a,b, 2009a,b), da Silva Soares (2005),
Latouche & Nguyen (2019)), differential equations based approaches (such as Anick et al.
(1982), Karandikar & Kulkarni (1995), Bean, Lewis, Nguyen, O’Reilly & Sunkara (2022))
and analyses based on recurrence relations (for example, Sericola (1998), Sericola & Tuffin
(1999), Sericola (2001)). Often, it is the limiting distribution of the fluid queue which
is of interest. In the context of the analysis of fluid-fluid queues as in Bean & O’Reilly
(2014), however, we require information about the transient distribution of the fluid queue.
Specifically, on the event that the second fluid is non-decreasing (non-increasing), we need
to know the amount of fluid to have flowed into or out of the second level process, the time
(or Laplace transform of time) taken to do so, and the position of the first fluid and phase
at the time when the in-out process of the second fluid reaches a given height. Moreover,
we want the resulting expressions to be readily computable. None of the existing literature
gives exact expressions which have all the aforementioned properties. Even if we consider a
simpler model where the rates r;(z) are constant on intervals Dy, then the existing results
are not satisfactory. Perhaps the closest is the work of Bean et al. (20096) who compute
expressions for the Laplace transform with respect to the time take for the fluid to exit an
interval, Dy, say, on the even that fluid exits in some phase j, given it started within the
interval at some point zy and in some phase i. These expressions could perhaps be used
to analyse a fluid-fluid queue where the rates r;(z) = ry for all i € S, and « € Dy;. Even
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with this simplified fluid-fluid queue, it is unclear how we could use these expressions to
compute the position of the second fluid.

Approximation methods which are appropriate for the application to fluid-fluid queues
have been proposed. The uniformisation method of Bean & O’Reilly (2013a) approximates
a fluid queue by a discrete-time Markov chain. Bean & O’Reilly (2013a) approximate the
fluid queue {(X(t),(t))} by the quasi-birth-and-death-process {(L(t), ¢(t))}. In both
processes, {¢(t)} is the same so there is no approximation in the phase process. The
level process {L(t)} approximates the level process {X (t)}. Specifically, Bean & O’Reilly
(2013a) derive the level process such that the event that L(t) = k and ¢(t) = i approx-
imates the event X (t) € Dy, and () = i, where all the levels {Dy;}x have the same
width, A = yx41 — yx. By considering arbitrarily small A, they prove that the distribu-
tion of the quasi-birth-and-death-process {(L(t), ¢(t))} can be made arbitrarily close to
the distribution of the fluid queue {(X(t),¢(t))}. Replacing the driving process of the
fluid-fluid queue, {(X(t), ¢(t))}, by the approximation {(L(t), p(t))} and approximating
the rate functions r;(x) by constants on each interval Dy yields a classical fluid queue
which, intuitively, approximates the fluid-fluid queue. Bean & O’Reilly (2013a) numer-
ically investigate the ability of their approximation to approximate Wy. To date, the
uniformisation approximation has not been applied in the context of fluid-fluid queues,
and its ability to approximate transient quantities of fluid queues (other than the afore-
mentioned investigation of W) has not been well studied. In Chapter 7 we investigate
the numerical performance of the uniformisation approximation and show that it is ef-
fective. Of the methods considered in Chapter 7, the performance of the uniformisation
approximation is the poorest and its rate of convergence is the slowest for the numerical
experiments we conduct.

As mentioned earlier, the uniformisation approximation of Bean & O’Reilly (2013a)
is equivalent to a certain application of the discontinuous Galerkin (DG) method. DG
approximation schemes have found great success for approximating solutions of partial
differential equations, however, to my knowledge, they have not been applied to fluid
queues, or fluid-fluid queue to date (except for our paper Bean, Lewis, Nguyen, O’Reilly
& Sunkara (2022), of which I am a co-author and the relevant parts of that work are
included in this thesis).
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Chapter 3

Approximating fluid queues with the
discontinuous Galerkin method

Apart from Section 3.6, this chapter has been taken from Section 4 and
5 of Bean, Lewis, Nguyen, O’Reilly & Sunkara (2022) with only minor
changes, such as motation, so that this chapter is consistent with the
rest of the thesis. I am a co-author of the paper Bean, Lewis, Nguyen,

O’Reilly & Sunkara (2022).

In this chapter we introduce the discontinuous Galerkin (DG) method applied to fluid
queues to approximate the operator-analytic expressions for fluid-fluid queues in Bean &
O’Reilly (2014).

Discontinuous Galerkin (DG) methods can be used to approximate the solutions to
systems of partial differential equations (PDEs). Here we describe how one can apply the
DG method to approximate fluid queues and fluid-fluid queues. In finite-element methods
we project the partial differential equations onto a set of piecewise polynomial functions.
This projection leads to a new system of equations which represent a weak form of the
original system of PDEs. Next, we approximate the flux operator which moves mass from
one cell to another. This creates a system of ordinary differential equations which is
known as a semi-discrete system (discrete in the spatial variable but continuous in time).
We can solve the semi-discrete system to approximate transient distributions of the fluid
queue or, as we do in Section 3.5, we can extract and manipulate an approximation
to the generator of the fluid queue to approximate performance measures of fluid-fluid
queues. Here we construct the DG approximation to the matrix of operators B which
we use later to construct a DG approximation to D(s) then W(s), and ultimately the
limiting distribution of a stochastic fluid-fluid queue. The DG method is convenient for
approximating stochastic processes as it conserves the total probability of the system (as
shown in Corollary 3.1).

45
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3.1 The partial differential equation

We start by recalling the PDE (assuming the PDE exists) from which we will extract the
approximation to the generator B.

Let fi(x,t) be the joint density of an unbounded fluid queue (Xi, ;) (assuming a
density exists):

filz,t) = (%P (X(t) <z,0(t)=1), i1€S,

which satisfies the system of partial differential equations

0 0 ,
afi(xj) = ]Za;fj(xvt)Tﬂ - Ci%fi(x7t)a (S S?

subject to suitable boundary conditions. In matrix form,

~

0 0
af(xvt) = f(:C,t)T - %f(x,t)C, (31)

where f(z,t) = (fi(x,1)),cs is @ row-vector.

3.2 Cells, test functions, and weak formulation

To begin with, consider an unbounded fluid queue with fluid level {Xt,t > 0}, X, e
(—00,00). Later, we will use the approximation to the generator of the fluid queue to
approximate performance measures of fluid-fluid queues, but for now, we can consider
just the driving fluid queue. We will eventually truncate the state space, X, e (—00, 00),
so that we have a finite dimensional approximation; however, this requires a discussion of
boundary conditions which we save for later. Let Dy; = [yk, Yrt1), k € Z for i € S; U Sy
and Di; = (Yk, Yks1), k € Z for i € S_, yx < yg+1, partition the domain (—oo,00). We
call the Dy, ; cells and define Ay = Y41 — Yk

For each k € Z we choose pj linearly independent functions {¢}}**,, supported on
Dy (ie. ¢p(x) = 0 for x ¢ Dy,) for all i € S, to form a basis for the space Uy, in
which we formulate the approximation. Here, as is standard in DG methods (Hesthaven
& Warburton 2007), we take {¢}.}**, to be a basis for the space of polynomials of degree
pr — 1. For the sake of illustration, the reader may think of {¢}}**, as the Lagrange
polynomials, but any polynomial basis can be used. On each cell Dy ; we approximate

filz,t) = up(z,t) = Za};,z‘(t)%(ﬂf),
r=1
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where aj ,(t) are yet-to-be-determined time-dependent coefficients. We refer to uy; as the

local approximation on cell k, while the global approximation is given by > u; on the
kez
whole domain.

Let Ny ={1,...,p}, k € Z. For k € Z, define local row-vectors

G () = (Oh(2))renss  @ri(t) = (af,;(t))rens, i € S.

Note that we will always use the letter r to index the basis function within each cell.

The DG method proceeds by first considering the weak-formulation of the PDE, which
is constructed from the strong-form of the PDE, Equation (3.1). In general, to construct
the weak-form we need a set of test functions, say U. Now, take the strong form of the
PDE, multiply it by some test function ¥ € U, integrate with respect to x, and apply
integration by parts to get

9 e t) dx—/ S file, O Ty(a dx+/ fjxtcjdzﬁ()dx (3.2)

z€eR 8t x€ 163
[f](x t)chvb( )]x——oou

for 7 € S. It is convenient to choose U such that 1)(—o00) = 1)(c0) = 0, in which case the
last term on the right is zero.

For the problem at hand, we take the set of test functions to be U = @ Uy, the direct
kez
sum of Uy, where Uy is the domain of the approximation on the interval Dy. Further,

we use the same basis functions for the test-function space and the approximation space.
Proceeding as described above, for all j € S, r € N}, k € Z, the weak formulation is

Yk+1 Yk+1

/yk+1§tf(xt)¢r( dx_/x_ Zfzxt 60 )d$+/m I )C]dgbr()

=Yk
= iz, Oeon () 7=

since ¢}, is compactly supported on Dy ;. Now, as any function g(x) can be decomposed
as g(x) = g¥(x) + g*(x) where gV € U and g+ € U, the orthogonal complement of U.

Since gt is orthogonal to U, /gL(:c)ﬁ,;(x) dz = 0 for r € N}, k € Z. Also, note that

x

d
d—qb};(:t) € U. Using this, we can write
x

/ykﬂ (fY (@, t) + fi(2,)) dh(= dx_/ > () + £, 1) Tygp(x) da

T=Yk jeS

+/ rH (ff (. t) + fi(2,1) ¢ dz ¢T( )dz — [fj(z,t)c;dp(x)|z=hi,

=Yk



48 Chapter 3. Approximating fluid queues with the discontinuous Galerkin method

which reduces to

/ O e () de = [ et (3.3)

Yk ieS

[ e ) do — [ D

=Yk

Now, fY(x,t) € U so, on Dy, it can be expressed as u;(x,t) = ax;(t)@r(x)', where the
prime denotes the transpose, which we now substitute into (3.3) and repeat this for all
test functions ¢ (x), r = 1, ..., px, to get the system of equations,

/yk+1 C?aka( t)pr(x) pp(z) dz = /yk+1 Zak,i(t)qbk(x)'ﬂjqbk(x) dz (3.4)

=Yk I=Yk 4c8

N /yk+1 ak,j(t)(,‘bk( ) ¢ - ¢k< ) - [fj (l’, t)gbk(x)]izzt*l, kel

=Yk

3.3 Mass, stiffness, and flux matrices

Recall, for k € Z, we defined local mass and stiffness matrices M), and G} by

d
M, = or(r) pr(r)dr, G} = ¢k(l’)’@¢k($) dz

:EEDk Z‘EDk

We can write (3.4) as

d
ok (OMi =) ai()MiT; + ¢jan (DG — ¢l f5 (v, ) i) T2 (3.5)

1€S

It remains to approximate the fluz, f;(x,t) at the cell edges yi, k € Z, so that we may
evaluate the terms [f;(z, )@, (z))ompi ™, r =1,...,pg, k € Z. The flux is the instantaneous
rate (with respect to time) at which density moves across the boundaries yx, k € Z. There
are different choices for the numerical flux, and we refer the reader to (Cockburn 1999,
Hesthaven & Warburton 2007), and references therein, for some discussion of the topic.
Here, we choose the upwind scheme, which, as we shall see, closely resembles the flux
terms from the generator B. The approximate flux, also known as the numerical fluzx, is
given by

fi(x,t) = sign(c;) lim u;(x —ecy, t),

e—0t

at each x = yp, k € Z. Intuitively, the upwind flux takes the value of the density
immediately on the upwind side of each ;.
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Denote by = and z* the left and right limits at z, respectively. Assume first ¢; > 0,
then

—¢ilfi(x, )op(e) a2yt = —¢lf5 (@, ) (0)[5=h
= —¢; 5 (Wrr1, ) Ok (Urs1) + ¢ 7 (Uns ) 05 (k)
= C]u](yk+17t)¢7l;( Y+ )+ Cjuj(ylg_>t)¢2(yk)
= Uk i (Ypey 1> Ok (Yrt1) + ciun—15(y; » 1) Ok (Ur)
= = ()P (Y1) O (Yir1) + i1, () Pro1(yy,) 5 (vk)-
In matrix form,
—¢;[fi(@, ) pr ()52t ~ —c[f5 (@, 1) pr () |72+
= —¢jay ()P Yy 1) r (Y1) + cjan—1; (1) Pr—1(yy ) bk (yr)
= can (OF" + cap () F;
where, for j € S with ¢; > 0, we define Fffk = ij’k = —Ok(Yps1) Pr(Yr41), k € Z and
ij_l’k = dr-1(y, ) br(ur), k € Z.
Now proceed similarly for ¢; < 0 to get the approximation
—¢;[fi(@, ) pr ()52t ~ —c[f5 (@, 1) pr () 7=+
= —cjans1 i () Prar (Y1) G (Y1) + cian; (1) r () r(vk)
= ¢j@i1,; (O F T + cjan () FPF
where, for j € S with ¢; < 0, we define ijH’k = —Pri1(Yi1) Pr(yrsr), k € Z, and
FEP = FiY = oyl oulun), k€ Z.
The matrices ijfl’k, ij’k, and Fj’”l’k are the local flux matrices. For convenience,
we also define the matrices Ff’kﬂ =0for j €S_ and ij’kfl =0forjeS., ke
To write this out as a global system, define the row-vectors
a(t) = (ari(t))ics, a(t) = (ar(t))rez,
and the doubly-infinite block-tridiagonal matrix

- ekl ok ksl
B = B B B ,

where, for k € Z,

[ oI + ) (FF + Gy)MY Tyl TinI

BV — : :
Tn_inT

TNlI TN,N—II TN,NI + C]\[(.F’]I\ﬁ/C + Gk)M !
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B kk+1lp r—1 7
BEk1 —
- )
kk+1y r—1
L cnFy Mk+1 J
B kk—1n r—1 7
Bk,k—l —
kk—1n r—1

The global system of equations is

d

aa(t) = a(t)B. (3.6)

3.4 Boundary conditions

To enable computation, the numerical approximation has to take place on a finite interval,
which means we must consider a bounded domain and specify boundary conditions. Recall
that we wish to impose lower and upper boundaries at 0 and b, respectively. On the
interior of the space, the PDE (3.1) (assuming it exists) still describes the evolution of
the distribution of the fluid queue. Regarding the approximation, the constructions above
can still be used to approximate the evolution of the fluid queue on the interior of the
space. The imposition of boundary conditions amounts to truncating the operator B,
adding boundary elements to the system and describing how mass moves between the
boundary and the elements adjacent to the boundary.

Let [0,b] be the domain of the approximation, where b < co. We partition the space
[0,b] into D_y = {0}, Dk41 = {b}, and K non-trivial intervals, Dy ; = [yk, yx+1) \ {0}, i €
S:US0,Dii = Yk, Yer1) \ {0}, 7 € S, v < Yry1, B € K°, yo = 0, yx+1 = b and define
Ak = Yrt1 — Yr-

For states with ¢; < 0, there is the possibility of point mass accumulating at the
boundary at 0. Denote these point masses by ¢_1,(t) for i € S_;. For states with ¢; > 0
there is no possibility of a point mass at 0. Similarly, for ¢; > 0 there is the possibility
of a point mass at b. Denote these point masses by gx1,(t), for i € Sg41. For states
with ¢; < 0 there is no possibility of a point mass at b. Let gq_;(t) = (¢_1,(t))ics_, and
Qic1(8) = (@160 icsicr, and Fu(w,t) = (i@, 6))ies,, m € {+, —,0}.

Let us first consider the boundary at X; = 0. The boundary conditions that describe
the evolution of probability /density of a stochastic fluid queue with a boundary at 0 are;

d
aqfl(t) =q1()To1 -1 + f-(0,0)C_P_ 4, (3.7)

f-(0")C_P_y +q.()T-1 4 = £1(0,1)Cy, (3.8)
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where P_ | = [ﬁij]ie‘s_%&, P__, = [ﬁijhe‘s_d-es_l and p;; is the probability of instanta-
neous transition of the phase process from Phase i to Phase j upon the process hitting the
lower boundary. Equation (3.7) states that point mass moves between phases according
to the sub-generator matrix T"; _;, and that the flux of probability density into the point
masses is f_(0,¢)P_ _;C_;. Substituting the DG approximation for f_(0,t) into (3.7)
gives, for j € S 4,

q 15(t Z q-14(t)Tij — Z ao,i(t)do(0") Bijcs.

IES_1 i€S_

Equation (3.8) describes the reflection of process at 0, plus the flux of probability mass to
density upon a transition from a phase in S_; to a phase in S;. Thus, the flux into the

left-hand edge of Dy ; in phase j € S;is, > ¢-1,:(t)1;;. Therefore, we can now evaluate
€S

= ¢;fi(, t)bo(r))=0’
= ¢ f5(ya s )bo(yo) + ¢ (07, 1)o(0) = Y cifil0F, )50 (0)

€S-
~ _ij;(yo, )bo(vo) Z q-1,i()T3j90(0) — Z Cibij@0,:(t)$o(0) o (0)
i€S_1 1€S_
= cjao,j(t)Fjo’O + Z q-1,:(t) T30 (0) — Z Ciﬁija@ai(t)ﬂop’
7:6871 zES,

for j € S,.
Thus, the DG approximation of the flux into point masses g_; ;(¢) is

- Z aO,i(t)(pO(O)/pi_jlch j € S—a

1€ES_

the rate of transition of point mass within g_(¢) is T_; _;, the DG approximation of

the transition of point mass to density is Y, ¢_1:(t)T;;¢0(0), 7 € Sy, and the DG
€S

approximation to density reflected at the lower boundary is > ..o cl-]\?'ijaw(t)FjQ’O.
Similarly, for the upper boundary at b the boundary conditions are

d
aqKH(t) = qrx+1(t)Tki1,841 + [+ (0,1)CL Py g1,

F+ (07, )C Py~ + qres1 ()T a- = f-(b,8)C-,

where P, _ = [@J'L‘e&,m&’ P = [@j]i68+,jeSK+1 and p;; is the probability of instan-
taneous transition of the phase process from Phase ¢ to Phase 7 upon the process hitting
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the lower boundary. Using the same arguments as above,

d .
EQKJrl,j(t) = | Z qr+1,:(t) T + Z ar,i(t)dr (D) pijci
lGSK+1 1ES+
—cilfi(x. )i ()2~ can ;(OF  + > (8T (b)
i63K+1
- Z Cz‘@'jao,i(t)ﬂo’o
1€SL

forjeS_.
Thus, the DG approximation of the flux into the point mass qx41,,(¢) is

Z ak,(t)pi(0)Dijci,

1€S+

j € 84, the rate of transition of point mass within gx1(t) is Tk +1,x+1, the DG approxi-
mation of the transition of point mass to density is > gqx+1.:(t)Tij¢x (), j € S— and the

i€SK 11
approximation to reflection of density at the upper boundary is — . s, ci@jaoi(t)Fjo’O.
To include the behaviour in the DG generator we truncate the doubly-infinite matrix
B at k=0 and k = K, then append |S_1| rows and columns to the top and left, and
|Sk 11| rows and columns to the bottom and right. These represent the point masses
q-1(t) and gk 1(t), respectively. Given the discussion above, the truncated matrix is

T—l,—l B—l,O
BO,—I BO’O BO,l
Bl,O Bl’l B1,2

BK-1LK-2 pBK-1K-1 BK-1K
BK,Kfl BK’K BK,K+1

K+1,K
B Tri1,k+1 |

where

BM =B forke ke, te{k—1kk+1}, k=10 k(¢ {0,K},
B = B — [e;p;;1(c; < 0,¢; > 0)]ics jes ® P,
BEE — BEK 4 [ciDijl(ci > 0,¢; < 0)]ies,jes ® FJ?’O’
B0 = T,,® ¢0(0)>
B = —[epiil(e < 0)]2.637]-65_1 ® ¢°(0),
BYtUE =Ty @ ™ (b),
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BfEA = [eipij (e > 0)]ieS,j€SK+1 ® ¢ (0

and ® is the Kronecker product.
For future reference, we also define the matrices ij,e for k € {2,..., K — 1}, ( €
{k—1,k}, 1,57 €S8, by
gk _ JTide G(F + GM Q=
R e i #
FROAM =
BE =T e T e e k)
’ 0 i #J,

and

B0 {szka + Ci(ﬂo’o + GO)MO_1 i=7,
ij

T'ij-[pk — 1<Cz < 0, cj > O)Ci]\?/ijEO’OMal 1 7é 7
Ty, + ai(F" + Gr) My =7
EjIpK + 1(02 > 0, ¢ < O)Ci]/)\ij_F‘iK’KMgl ) % ]

KK
Bij

After the addition of the boundary conditions, the system of ODEs (3.6) can now be
written as

Slaat) o) axn®)] = [a20) alt) acal)] B 39)

Approximations B/™", B;;, and B™" to B7", B;;, and B™", 1,5 € S, m,n € {+,—,0},

i
are constructed from the block-matrices B*, i, € S, k,{ € K, as

R

B = | Z’e]kezc;n,eeic;’ i,j €S, mn € {+,—,0},
Bi; = [ ikjé]k,éelc’ i,j €S,
_ Kt
B™ = “ ij Lesgﬂ,jes;}kelcm!g@ ,m,n € {+,—,0}.

We prove the following result in Appendix C.

Corollary 3.1. The approrzimate generator B conserves probability. That s, for all
t>0,

Z q-1,(t) + Z qr+1i(t) + Z/

1€ES_1 1€SK+1 €S

— Z q-1:(0) + Z qr+1(0) +Z/€[O ) ui(x,0) dz.

iES—l iESK+1 ZES

w;(z,t)dz
]

€[0,b
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3.5 Application to a fluid-fluid queue

Given our approximation B to the generator B we now follow the recipe from Bean &
O’'Reilly (2014), replacing the actual generator B with its approximation B, to construct
approximations, 7w and p, to the limiting operators, m and p.

It may be convenient to think of our approximations in terms of approximations
of kernels. Recall that the operators in (Bean & O’Reilly 2014) can be thought of
in terms of kernels. That is, for some function g = (g;(2))ies, we can write uBg’ =

Z Z / dpi(z)BY (x, dy)g;(y) where BEf(z, dy) is the kernel of the operator B
kleEK i,j€S

Let a_1(t) = q_1(t) and ax.1(t) = grx4+1(t), and define basis functions ¢_;(z) =
¢t (x) = 8(z) and Pxi1(x) = ¢ q(x) = d(x — b), where § is the Dirac delta, p_; =
P41 = 1, and Ny = N = {1}. Also define My = Iis |, Mgy = Iis,,,), the
block-diagonal matrix M = diag(Mj, k € K), and row-vectors

o(x) = (P(®))vex, ai(t) = (an;(t))rex, 1 € S.

To pose the approximation B in kernel form let a;¢p(z)’ € U, i € S be the initial
density of the process, and ¢(z)b, € U, i € S be a test function. Observe that, from our
DG construction earlier and the definition of M,

Z / o a;p(z) o(z) dxM—le'jﬁb(y)’q')(y)bj dy = Z a;B;;Mb;.

ijeS i,jeS
Thus, we can think of
d(x)M ™' B;¢(y)' dy,
as an approximation to the kernel B,;(x, dy). This concept can be extended to all the
approximations of operators considered in this work.

3.5.1 Approximating the operator R

Recall the operator R*¥ from Lemma 2.1. Essentially, the operator R* takes an initial
measure py and multiplies each element by 1/|r;(z)| on cells Dy where 7;(x) # 0. In the
context of DG the initial distribution is given by a;¢(x) € U, i € S. Thus, for k € K
such that r;(z) # 0 on Dy, we have

ak,id’k(ﬂﬂ)'
ri(@)|

Decompose the right-hand side into a component which lies in U and another orthogonal

to U:
ak,iﬁbk(ﬂ?)'

[ri(2)]

ak,iﬁbk(«?ﬂ)lRf =

= pridi(a) + g (w),
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where py, ;¢ (z) € U, g;- € U+. Now, multiply by test functions {¢% (z)}7%, and integrate
over [0, b]:

| $u(z)pule) , L
i /me[(),b} |ri(z)] 4o = i /xE[O,b} Pul) Pulw) d+ /:ce[o,b] i (7)u(w) dz

= pkﬂ'/ or(z) pr(z) dx = py,: My,
z€[0,b]

x) iz
since g;(z)* € U*. Define the matrix M} = / Wd% then ay; M =
x€[0,b] ri\x

Pr.i M, which implies py; = a;m»M,’;Mk_l. Thus, we have the approximation

ay ;P ()
|ri(2)]
Since ay; is arbitrary, we see that we approximate Ry, by Ry, = MM, ! and RF by
RF = diag(Ry.;,i € Sp).
In practice, we implement a Gauss-Lobatto quadrature approximation to compute the
elements of M.

ayi¢r(z)'RF = ~ ay; MM, ¢ (r).

Remark 3.2. We could also use interpolation to approximate R.

3.5.2 Approximating the operator D and the Riccati equation

Recalling Lemma 2.1 and replacing the operators R¥ and B, by their approximations
we have the following approximation to D" (s)

D™ (s) = [Rm (Bm" —sI+B™ (B —sI)"' BO")} . mune {+ -}

Let ¢y (x) M, " WH (s)p(y) dy, i,j € S, k € K} ,£ € K; be a finite-dimensional
approximation of the operator kernel Wi(s)(x, dy), where W¥/(s) is a matrix of constants
for a given s. Construct an approx1mat10n to W(s)(z, dy) by

& ()M R ()¢ (1) dy = " ()M |[W] o o], 6 () dy

where ¢ (x) = (Qbk(x))ies,jkelcﬂ“ and ¢~ (y) = (qbk(y))iesk’,kelC— are row-vectors, W(s) is
a matrix of constants for a given s with the same size as D"~ and M,,,, m € {+,—,0} is

a block diagonal matrix M, = diag (My,i € S",k € K™), m € {+,—,0}. Now replace
the theoretical kernels in Theorem 2.2 by their DG approximations to get

¢* ()M 'D* (s)¢ (y)' dy
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+ ¢ (1) M (5)p™ (1) ¢ (21) MZ'D ™" (5)" (22)

21,22

X ¢t (20) M (5) 9™ (y) dzr dzp dy

+ [ T @MDY (96" ()" (2) M W(s) (5) dardy
+/ P (@) MO (s)p (21) @ (21)M_'D ™ (s)™ (y)' dz; dy = 0.

Multiplying on the left by ¢* ()" and on the right by ¢~ (y), integrating over both = and
y, then post-multiplying by M ! gives the matrix Riccati equation

Dt (5) + ¥(s)D " (s)®(s) + D™ (s)¥(s) + ¥(s)D ~(s) = 0. (3.10)

Thus, we may find ¥(s) by solving (3.10), using one of the methods in (Bean et al. 2009a).
Here, we use Newtons method.

Remark 3.3. Given the stochastic interpretation of $(0) we know that p¥(0)([0, 00)) =
1 for every vector of measures p* such that p*([0,00)1 = 1, when a fluid-fluid queue is
recurrent. It appears that this result carries over to the matriz W(0) giving the property

that / P (0)¢p~ (y)' dy = 1. However, we have only observed this numerically and
y€[0,]
have no proof of this property.

3.5.3 Putting it all together: constructing an approximation to
the limiting distribution

We find an approximation to the limiting distribution by replacing the theoretical opera-

tors in Theorem 2.3 with their approximations. Table 3.1 defines the notation we use for

the DG approximations to limiting operators.
With the notation in Table 3.1 define row-vectors

£k = €k,i)z‘€$k_7 k € IC;,

(
€ = (&k)rex—
P = (Pri)iesps k€K™ me{—0},
p" = (P} )kexm, m € {—,0},
b= (pm)me{f 0}>
7o (y) = (7ei(y))iesp, k€K, me{+, -0},
7w (y) = (70, (Y)kecm, m € {+,—,0},
7(y) = (7" (Y))mef+,-0)-
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Exact | Operator indices Approxnpa‘mon Approximations
notation
Eki €S, ke K™ Eri = (§ki)rens, &ri(dr) = 5k,i¢k(ﬂf)/d$
e S, USY,
Pk,i ke U Kn Pri = (Dhi)rens, Pri(dz) ~ pri¢r(x) do
me{—,0}
1€ 8, r ’
ki (y) ke Kk Ti(y) = (T (Y))ren | Tei(y)(dr) = m(y) or(z) do

Table 3.1: Notation for the approximation of the limiting operators of a fluid-fluid queue.
The first column contains the operators which we are approximating, the second column
contains indices for which the operators are defined, the third column defines the notation
we use for the coefficients of the approximation, and the last column defines how the
coefficients and basis functions are used to approximate the operators.

Proceeding similarly to the derivation of the Riccati equation (3.10), we can argue
that the coefficients & are the solution to the matrix system

B— B\ '[ B+
[£ 0] <_ |: B~ B :|) {Bo-i- }‘I’(O) =&,
¢~ (x) }
dzl =1.
Lol 0oy
Essentially, we replace the theoretical operators in (2.28) and (2.29) with their DG coun-

terparts.
Similarly, the coefficients p are given by

B B— B\
[p~ p]=Z2[¢ 0] <_ [ B~ B }) ; (3.11)
where Z is a normalising constant. The coefficients 7r(y) are given by

7(y) = [7H(y) 7 (y)] { gfﬁ ] (-B™) ", (3.12)

) ww] b o] [goj } e o) | R,

+Z Z Z/ Pri¢r(z) dr =1, (3.15)

i€S te{—0} hext TN

(3.13)

168 kEIC
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where K = D**(0) + ¥(0)D1)(0), and z is a normalising constant.
To assist the reader in understanding these constructions and the notation we provide
an explicitly worked toy-example in Appendix B.

3.6 Other problems we can solve with cell-based ap-
proximation schemes

The utility of the DG scheme (or any of the approximation schemes considered in this
thesis, for that matter) for fluid queues is not limited to approximating the first return
and limiting operators of fluid-fluid queues. For example, we can use a DG scheme to
approximate the transient distribution of the fluid queue at time ¢, which requires us
to find the coefficients [g_1(t) a(t) gx41(t)], given an initial condition, typically by
numerically integrating (3.9). An approximation to the limiting distribution of the fluid
queue can be found by solving

bB =0,
bl =1,

for the coefficients b. We can also approximate first hitting times. For example, given
an initial condition on cell k, we first find the initial coefficients ax(0), then approxi-
mate the probability that the level process first hits {yx, yr+1} after time ¢y by finding
a,(0)eP o fyy:“ ¢r(x) dz where the coefficients ay(ty) can be found by integrating the
differential equation

d
$ak (t) = Qay (t)Bkk,

over time.

Indeed, the DG scheme has the potential to answer many mathematical questions for
fluid queues. However, one reason DG schemes may not have found such widespread use
in the context of fluid queues is the difficulties surrounding discontinuous solutions, which
is something we often want to consider. Moreover, there are sometimes other techniques
which can give exact solutions, for example exact expressions for transient quantities are
derived in Rabehasaina & Sericola (2003), Ahn & Ramaswami (2004), Bean et al. (20056,
2009b), and for the limiting distribution are derived in Ahn et al. (2005), da Silva Soares
(2005), Latouche et al. (2013), Sonenberg (2017). Nonetheless, the DG scheme can be
used to answer a very broad range of questions about fluid queues (such as transient
distributions, hitting times on complex geometries, and of course analysis of fluid-fluid
queues) which have no exact, readily computable solution.



Chapter 4

A stochastic modelling approach to
approximating fluid queues

One issue with the DG scheme is that discontinuities can introduce spurious oscillations
causing the approximation to take infeasible values which, in the most serious of cases, may
result in probability estimates outside the interval [0, 1]. In this chapter we develop a new
discretisation of a fluid queue using a quasi-birth-and-death process with rational arrival
process components (QBD-RAP). Due to its stochastic interpretation, the QBD-RAP dis-
cretisation ensures that all approximations to probabilities will be valid probabilities. The
QBD-RAP discretisation is inspired by the QBD of Bean & O’Reilly (2013a) which also
ensures estimates of probabilities are valid due to its stochastic interpretation. However,
the convergence of the QBD of Bean & O’Reilly (2013a) can be slow. Here we attempt
to construct a new stochastic approximation of a fluid queue which converges faster than
that of Bean & O’Reilly (2013a). In Chapters 5 and 6 we prove the scheme converges
weakly to the distribution of the fluid queue.

To improve upon the discretisation of Bean & O’Reilly (2013a), we argue that the
shift from QBD to QBD-RAP is necessary. We may view the QBD of Bean & O’Reilly
(2013a) as using Erlang distributions to approximate certain deterministic events of the
fluid queue. Specifically, the deterministic time that the fluid queue spends in an interval
on the event that the phase of the fluid queue is constant, is approximated by an Erlang
distributed time. It is well known that the Erlang distribution is the least variable distri-
bution of Phase-type (has the smallest coefficient of variation) of a given order (Aldous &
Shepp 1987). In this sense, an Erlang distributed random variable is the best Phase-type
approximation to a deterministic event, and therefore we argue that the QBD construc-
tion of Bean & O’Reilly (2013a) is also the best possible (or at least close to). Thus, if
we are to improve upon Bean & O’Reilly (2013a) we must look past QBD processes.

Concentrated matrix exponential distributions are matrix exponential distributions
with very low variance (relative to the mean) for a given order. As the order, p, of the
representation increases the variance of the concentrated matrix exponential distributions

59
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decreases at rate approximately O(1/p?) (Horvath, Horvath & Telek 2020). The variance
of the most-concentrated Phase-type distribution, the Erlang distribution, decreases at
rate O(1/p) as the order p increases (Aldous & Shepp 1987). Therefore, the variance of
concentrated matrix exponential distributions decreases at a faster rate than the variance
of Phase-type distributions as order increases, and we claim that this means concentrated
matrix-exponential distributions have a superior ability to model determinism than any
Phase-type distribution. To improve upon the QBD of Bean & O’Reilly (2013a) this
chapter constructs a QBD-RAP from concentrated matrix exponential distributions. We
show in Chapters 5 and 6 that, by using a matrix exponential distribution with sufficiently
small variance in the construction of the QBD-RAP, the approximation can be made
arbitrarily accurate.

The structure of this chapter is as follows. Section 4.1 motivates the idea using the
QBD approximation of Bean & O’Reilly (2014). Sections 4.2 and 4.3 describe the mod-
elling of certain events of the fluid queue with matrix exponential distributions to ul-
timately construct the behaviour of the QBD-RAP on the event that the QBD-RAP
remains in a given level. Section 4.4 describes the dynamics of the orbit process and con-
structs the level process of the QBD-RAP. Section 4.5 models behaviour at the boundaries.
Section 4.6 describes how to model initial conditions of the fluid queue. Section 4.7 in-
troduces the concept of a closing operator which maps the state space of the QBD-RAP
to estimates of the density of the fluid queue.

4.1 Inspiration and motivation

The inspiration for the approach in the chapter stems from the QBD discretisation of
Bean & O’Reilly (2013a), which they derive via uniformisation arguments. Recall that
a QBD is a two-dimensional CTMC, {(L(t), #(t)) }+>0, where {L(t)} is the discrete level
process, and {¢(t)} is the phase process. In Bean & O’Reilly (2013a) the process {¢(t)}
of the fluid queue and the QBD approximation are the same, thus they are able to capture
the dynamics of the phase process exactly. To approximate the level process of the fluid
queue, Bean & O’Reilly (2013a) effectively discretise the state space of the fluid level into
small intervals of width A. Their approximation supposes that when L(t) = k, ¢(t) = 1,
then X (t) = kA, o(t) = i.

The dynamics of their approximation are as follows. Let T' = [T};]; jes be the gen-
erator, and ¢;, © € S be the associated rates, of the fluid queue to be approximated.
When the approximating QBD is in level £ > 1 and phase i, the QBD sees events at rate
T3]+ |ci]A. Upon an event, with probability T;;/(|T;;| +|ci|A) a change of phase from i to
J occurs, and the approximation remains in level k; with probability |c;|A/(|Ty| + |ci|A)
a change of level occurs, to k+ 1 if ¢; > 0, or k — 1 if ¢; < 0. The generator of their QBD
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approximation (for an unbounded fluid queue) is

BA(A) Bo(d) Bu(d)

B= B_i(A) By(A) Bi(A)

0 C.A
BU - T - CA, B*l - C_A y B+1 - O . (41)
0 0

Bean & O’Reilly (2013a) show that when we take A — 0, then the approximation con-
verges weakly to the fluid queue. For a given discretisation level, A, when the phase of
the QBD is ¢ and on the event of no change of phase, the sojourn time in a given level
has an exponential distribution with rate |¢;/A. The corresponding sojourn time of the
fluid queue is deterministic: given X (t) = x € Dy, then {X(¢)} will leave Dy, in exactly
((k4+ 1)A — x)/|c;| units of time if ¢; > 0, and (x — kA)/|¢;| units of time if ¢; < 0, on
the event that the phase does not change before this time. At a first glance it may seem
that we should be able to do better than Bean & O’Reilly (2013a), which approximates
a deterministic event with an exponential random variable. However, on closer inspec-
tion it seems that this is the best we can do if we want to keep the interpretation of the
approximation as a QBD. We now elaborate on this point.

In an attempt to extend the QBD model of Bean & O’Reilly (2013a) to model this
determinism more accurately, consider using Erlang distributions of order 2 and mean A,
rather than exponential distributions with mean A, to approximate the sojourn time of
the fluid level in the intervals Dy. Skipping over the details about what happens when
there is a change of phase, we might arrive at the QBD with generator

B(A) ByA) B(A)

B—
B_1(A) Bo(A) Bia(A)
—2A 24
{ 0 —2A } ®Cy
{ 2N —2A } ©C-
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0 C. o [ 0 0 }
0 2A + 2A 0
B_1 == C_ ® |: 0 0 :| ; B+1 — 0 (43)
0 0
—2A  2A

Intuitively, the transposition of the Erlang sub-blocks, 0 _9A

relative to positive phases is due to “reversing” the progression of the jump process asso-
ciated with the Erlang variables in negative phases relative to positive phase. However,
the approximation in (4.2) and (4.3) is the same discretisation we would get if we were to
use intervals of width A/2 in the QBD approximation of Bean & O’Reilly (2013a), with
the rows/columns of the generator reordered. The same arguments show that the QBD
approximation with intervals of width A/p is equivalent constructing a QBD from Erlang
distributions of order p to approximate the behaviour of the fluid queue over the intervals
Dy.. Since the Erlang distribution is the least variable Phase-type distribution, it appears
the best we can do is the QBD approximation of Bean & O’Reilly (2013a). This motivates
the extension to QBD-RAPs, whereby we can find more concentrated distributions than
any Phase-type and also retain some stochastic interpretation and matrix-analytic tools.

Recall from Section 2.6.2 that a QBD-RAP is a two-dimensional process {(L(t), A(t))}
where {L(t)} is the level and A(t) is the orbit process. In this chapter we choose
to use an equivalent, but slightly different, representation of the QBD-RAP, we write
{(L(t), A(t), ¢(t)) }+>0, where we refer to {¢(t)} as the phase process of the QBD-RAP.
Such a representation does not always exist for a QBD-RAP. However, for the specific
QBD-RAP introduced in this thesis such a representation does exist, by construction.
The advantage of this representation is that it elucidates the connection between the
phase processes of the QBD-RAP and the fluid queue. Under certain conditions we can
even show that the phase processes of the QBD-RAP and fluid queue have the same
distribution.

The construction of the approximating QBD-RAP is developed intuitively from a
stochastic modelling perspective. The key observation is that, on the event that {¢(t)}
is constant {X (¢)} moves deterministically. Upon discretising the state space of the level
process into intervals of width A, on the event that {¢(¢)} remains in the same phase, then
the distribution of time it takes for {X ()} to leave a given interval is deterministic, given
the starting point of the fluid level. We start by modelling this deterministic behaviour
approximately by concentrated matrix exponential distributions.

Next, we argue how the orbit process {A(t)} must evolve upon a change of phase,
and then upon a change of level. It turns out that the value of orbit process A(t) can be
used to approximate how far X (¢) is from the left of a given interval when the phase is
in S, or how far from the right of the interval X (¢) is when the phase is in S_. Thus,
we must determine, on the event of a transition from Sy to S_ (perhaps via Sy) or S_ to
S, (perhaps via &p), how must A(¢) jump to retain this information about where X (t)

] , in negative phases
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is within a given interval. We also would like a way to use the orbit position, A(t), to
obtain an approximation for the density of X (¢) within a given level. Answers to both
problems can be derived from the residual time of a matrix exponential random variable.

Finally, we construct a level process for the QBD-RAP and map it to a discretisation
of the level process of the fluid queue. This is similar to Bean & O’Reilly (2013a) where
the level process of their QBD corresponds a discretisation of the fluid level, however,
unlike Bean & O’Reilly (2013a), here we do not take A — 0. Rather, we suppose that
the variance of the concentrated matrix exponential distributions we use to approximate
deterministic events gets small.

4.2 Time to exit an interval

For simplicity, first consider a fluid queue with Sy = (). Consider partitioning the state
space of the level of a fluid queue, [0,0], into K + 1 intervals of width A = b/(K + 1),
specifically Dy; = [kA, (kK +1)A) if i € S¢ and Dy,; = (KA, (K +1)A]ifi e S_, k €
{0,1,..., K} =: K°. The distinction between Dy, ; for i € S, and S_ is a technical one and
will be discussed later. For now, one reason we might want to specify the discretisation
in this way is because it ensures the stochastic process

{Z D E(X(t) € Dk,i)} (4.4)

kel ieS

is right-continuous with left limits (cddldg). The expression (4.4) is the discrete process
of the fluid-queue which the level process of the QBD-RAP will approximate.

To model the phase process of the fluid queue, {((¢)}, we will use the phase process
of the QBD-RAP, {¢(t)}. When the phase process of the QBD-RAP is i we suppose that
changes of phase occur at the constant rate —7;; and, upon a change of phase, a change
to phase j occurs with probability —7;;/T;;. This choice is convenient as, when there are
no boundaries for the fluid queue or QBD-RAP approximation, then the distribution of
{e(t)} and {¢(t)} will be the same.

Let yp = kA, k = 0,...,K + 1 and Dy = [yk, yx+1]. We now look to model the
behaviour of {X(¢)} on an interval Dy over the time [t,¢ 4+ u] on certain events of the
phase process over this time.

4.2.1 Modelling the residual time to exit on no change of phase

First consider no change of phase in the time interval [t,¢ + u] and suppose that ¢(t) =
i € 8 and X(t) = © € Dy,;. On the event that there is no change of phase then
o(t+s)=iand X(t+s) =2+ ¢s, s € [0,u]. Thus, provided that u is sufficiently large,
u > (Yr+1 — ) /¢, the level process of the fluid queue, {X(¢)}, leaves the interval Dy ; at
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exactly time ¢+ (yx4+1 — x)/c;. Similarly, for ¢(t) =i € S_, {X(t)} leaves the interval Dy
at exactly time ¢ + (x — yx)/|c;| on the event that there is no change of phase in [t,t + u]
for u > (v — yi)/|cil-

To approximate the deterministic behaviour above, consider a matrix exponential
distribution Z ~ ME(e, S,s) with mean A and low variance. As we shall see later,
the assumption that Z has low variance will allow us to claim that Z will approximate
deterministic behaviour. Let Z; ~ M E(a, S;,s;) where S; = |¢;|S, s; = —S;e, 1 € S.
The random variable Z; has mean A/|c;|.

Suppose first that X(t) = y, (we will build up to X(¢) = zy € Dy eventually, but
for now assume X(t) = yx) and ¢(t) = i € S;. In this case, {X(¢)} will leave Dy,
in exactly A/|¢;| units of time, on the event that the phase process remains in i for at
least A/|c;| amount of time. A sensible approximation of the time until this deterministic
event is Z;. Thus, consider that at time t the value of the orbit process is A(t) = «
and on the event that the phase does not change by time ¢ the orbit evolves according
to A(t + s) = aeS®/a(t)eS®e, s € [0,u] until there is an event. With this choice, the
distribution of time until the next event of the QBD-RAP, on the event that the phase
process remains constant, will be the distribution of Z; which will be concentrated around
A/|¢;|. To see this, observe that

P(Zi € (A —¢)/lal, (A+e)/lei])) = P(Z € (A —¢,A +¢))

Var(Z)
>1-—
- 62 P
) . ) Var(Z) )
since, by Chebyshev’s inequality, P(Z € (A —¢,A4+¢)) > 1 — 5— Choosing ¢ =

5
Var(Z)/?, then

P(Z; e (A—g)/|ci| —u,(A+¢e)/|c]) > 1— Var(Z)1/3 ~1,

when Var(Z) is small. Hence, when the variance of Z (equivalently Z;) is low, then with
high probability the time until the next event of the QBD-RAP, on the event that phase
process remains constant, will be approximately A/|c;.

For the fluid queue, after u € [0, A/|c;|) amount of time has elapsed and on the event
that the phase has not changed, ¢(t+ s) = i, for all s € [0,u), then X (¢t +u) = yp +c;u €
Dy.;. If the phase remains i for a further A/|¢;| — v amount of time, then {X(¢)} will
leave Dy ; in exactly A/|¢;| — u amount of time.

For the QBD-RAP, at time ¢ + u and on the event that are no events of the QBD-
RAP (no changes of phase or level), then the orbit position of the QBD-RAP will be
aeSit/a(t)eSite, and the time until the next event of the QBD-RAP will be R;(u), where
R;(u) is the residual time, R;(u) = (Z; —u)1{Z; —u > 0}, i € S. The distribution of the
residual time, R;(u), given Z; > u, has density

aesi (u+r) S;

TR (1) = = A(t +u)e¥"s;.

aceSive
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Here, the event Z; > u approximates the event X (¢ 4+ u) € Dy ;, and we want the residual
time, R;(u), to approximate the time until {X (¢)} leaves Dy ;. That is, we want R;(u) to
approximate a deterministic random variable at A/|¢;| —u. To this end, we observe that
for e > 0 and u < (A —¢)/|c;|, then

P(Ri(u) € (A =¢)/lei| —u, (A +e)/|a] —u))
=P(Zi € (A =¢)/lal, (A +e)/lal))
=P(Ze(A—gA+¢e))

L Var(Z)

e2

Choose ¢ = Var(Z)'/3 (similar to the choice of ¢ in the proof of Theorem 4 of Horvéth,
Horvéth, Almousa & Telek (2020)). Since we use Chebyshev’s inequality to obtain the
bound, which is general and likely to be far from sharp, we expect that the choice of ¢ is
not important. All we require is that when Var(Z) is small, then Var(Z)/e? is also small.
With this choice of €, then

P(R;(u) € (A —¢)/lei| —u, (A +e)/|e;])) > 1 — Var(Z2)3 =~ 1,

when Var(Z) is small. That is, when the variance of Z (equivalently Z;) is low, the
residual time R;(u) will be concentrated around A/|¢;| — u, as required. Figure 4.1 gives
an example of a density function of a concentrated matrix exponential random variable
Z; with mean A =1 and ¢; = 1, as well as the density function of R;(0.3) conditional on
Z; > 0.3 and R;(0.6) conditional on Z; > 0.6, for comparison. Observe how the density of
the residual life R;(0.3) conditional on Z; > 0.3 is concentrated around A —0.3 = 0.7 and,
similarly the density of the residual life R;(0.6) conditional in Z; > 0.6 is concentrated
around A — 0.6 = 0.4.
For notational convenience, define the row-vector-valued function k(t) : R — A,

aeSt

k(t) = T (4.5)
for any a € A.

From the discussion above, we interpret the position of the orbit k(|c¢;|u) as corre-
sponding to X (¢ + u) being |¢;|u units from the left-hand boundary of the interval Dy,
when ¢ € §;. This gives a heuristic argument as to how we can model the sojourn times in
a given interval Dy, ; on the event that the phase does not change. We can apply analogous
arguments to heuristically develop a model for the sojourn time of the fluid queue in an
interval, Dy ;, 1 € S_, on the event that the phase does not change. For i € S_, the orbit
position A(t+u) = k(|c;|u) is interpreted as corresponding to X () being |¢;|u units from
the right-hand boundary of the interval Dy, ;, yi41.
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o exp(Sz) s
o exp(S(0.3+2)) s/a exp(S 0.3) e
o exp(S(0.6+2)) s/a exp(S 0.6) e

Density
w
I

0.0 0.5 1.0 1.5
z

Figure 4.1: The density function for a concentrated matriz exponential of order 21 from
(Horvath, Horvath & Telek 2020) (blue) and corresponding conditional density functions
of the residual lives, Ry3 (red), Ryg (blue). Observe how the density function of the Z;
(blue) approximates a point mass at A = 1, while the density functions of Rg3 (red) and
Ry ¢ (blue) approximate point masses at 0.7 and 0.4, respectively.
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In summary, when ¢(t) =i € Sy and X (t) = yx, the orbit position should be A(t) =
and, on the event of no change of phase, should evolve according to A(t+u) = k(|c;|u) until
an event occurs. At time u < A/|¢;| the time until the next event of the QBD-RAP, on the
event of no change of phase, is R;(u) which is concentrated around A/|¢;|—u. Accordingly,
the orbit position A(t + u) = k(|¢;|u) corresponds to fluid level X (t) = yx + c;u.

Similarly, when ¢(t) =i € S_ and X (t) = yx+1, the orbit position should be A(t) =
and, on the event of no change of phase, should evolve according to A(t+u) = k(|c;|u) until
an event occurs. At time u < A/|¢;| the time until the next event of the QBD-RAP, on the
event of no change of phase, is R;(u) which is concentrated around A/|¢;|—u. Accordingly,
the orbit position A(t + u) = k(|c;|u) corresponds to fluid level X (t) = yx41 + ciu.

This gives us the dynamics of the QBD-RAP on the event that the phase is constant.
We now develop the dynamics of the QBD-RAP on the event of a change of phase.

4.2.2 The residual time on a change of phase from : € S, to
JESH
Above we argued that the orbit position

aeSiu

At +u) = Ek(|ci|u) = (4.6)

aeSite
corresponds to the position of the fluid queue which is ¢;u units from the left-hand edge
of Dy. If, at time ¢t 4+ u there is a change of phase from ¢+ € §, to 7 € S, then we need to
map the orbit position A(t+u~) = k(|¢;|u) to an orbit position which corresponds to the
being c¢;u units from the left-hand edge of Dy, in phase j. Call this mapping D(i, j)(+).

As noted in Section 2.6.2, the mapping must be linear, D(i,j)(a) = aD(i,j), a € A,
for some matrix D(i, j). So that the process is a QBD-RAP, the matrix D(i, j) must have
the property that, for any a € A, (aD(i,7),S) is a representation of a matrix exponential
distribution. We would also like the matrix D(i,7) to have the property D(i,j)e = e
as this will mean that the rate at which a change of phase from ¢ to j of the QBD-RAP
occurs proportional to

A(t+u)D(i,j)e =1,

which is constant and therefore the distribution of time until a change from phase 7 to j
is exponential. The last property is convenient as we can use it to show that, for certain
models, the distribution of the phase process of the fluid queue and the distribution of
the phase process of the QBD-RAP are the same. We now describe a choice for what the
matrix D(i, j) should be.

An orbit position which corresponds to the level process of the fluid queue being c;u
units to the right of y; in phase j € S, is

aeSileilu/le;])

aeSiallleNe
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To see this, consider the event that at time ¢ the orbit process of the QBD-RAP is
A(t) = a, the phase process is ¢(t) = j € Sy, and there are no events of the QBD-RAP
before time ¢ + |¢;|u/|c;|. On this event, the orbit position at time ¢ + |¢;|u/|c;| will be

e Silleilu/le;)
At +lalw/le)) = —siammone:
Correspondingly, on the event that at time ¢ the level process of the fluid queue is X (t) =
Yk, the phase is ¢(t) = j and there are no changes of phase by time t + |c;|u/|c;|, then
X(t +u) =y, + ¢jlcilu/|e;| = yx + ciu. That is, X (¢t + u) is c;u units from the left-hand
edge of Dy.
Now, observe

aesj(|ci|u/|cj|) aeSiu
= k(leilu),

aeSilcilv/leie  qeSive

which is exactly (4.6). Hence, a reasonable choice is D(i,j) = I.
Moreover, the residual time R;(|c;|u/|c;]) has density

aeSiu

— S
ij(\c,'|u/|cj|)(7“) = aesiuee i"s;,

and

P(R;(lcilu/le;]) € (A = |eilu =€) /lej], (A = leilu +€)/|j]))

=P(Z; € (A =¢)/lejl, (A +¢)/les]) (4.7)
=P(Z e (A—e,A+¢)) (4.8)
>1— Var(2)"? ~ 1.

Hence, when the variance of Z is low, the residual time, R;(|c;|u/|c;|), is concentrated
around (A — |¢;|u)/|c;], as required.

Analogous arguments suggest that the same applies for changes of phase from i € S_
tojeds_.

4.2.3 The residual time on a change of phase from : € S, to
jes_

Now suppose X (t) = yx, ¢(t) =i € S;, and the phase remains in state ¢ until there is a
change of phase from i € S, to j € S_ at time t + u, u € [0, A/|¢;|). As before, we need
to find a matrix D(i,j) to map the orbit position from

A(t+u) = k(alu),
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to
k(u)D(i,j)  aeS"D(ij)
A+ = R )DG j)e ~ ac D je

k(u")D(i, j)
k(u=)D(i, j)e
correspond to the fluid level being a distance of |¢;|u from gy, in phase j € S_, in some
sense.

Again, the matrix D(i, 7) is a modelling choice. We first discuss how we might choose
the matrix D(i, j) for when the matrix exponential Z is a Phase-type distribution.

should

when there is a change of phase from 7 € S, to 7 € S_. The result

The Phase-type case If Z ~ ME(a,S) is chosen to be a Phase-type random variable
then Z has the interpretation as the time until absorption of a finite-state continuous-
time Markov chain with transient states {1,...,p} and a single absorbing state. The
sub-generator matrix describing the dynamics of the Markov chain on transient states is
S, and « is an initial probability distribution over the transient states. Let {J(¢)} be the
Markov chain associated with the Phase-type distribution.

In the discussions above, we have relied on the relationship between the event that
there are no jumps of the QBD-RAP and the orbit position k(|c;|u). The relationship
allows us to associate this orbit position with the level of the fluid queue. For Phase-type
distributions the vector k(|c;|u) is the vector of posterior probabilities

(P(J(u) =k | J(O) ~ax, Z > u))

ke{l,....,p} -

We can use this vector of posterior probabilities in the same way as we use the orbit
process for QBD-RAPs. However, the orbit interpretation forgoes the presence of the
phase process {J(t)}. Here, we will use the phase process {J(t)} to derive a choice of
D(i, ).

Earlier, we used the orbit process to determine the time until the next change of level
of the QBD-RAP, on the event that the phase is constant. For the Phase-type case, we
can use the value of the process {J(t)} instead of the orbit process to determine the
time until the next change of level. Given the phase of the Phase-type distribution is
k € {1,...,p}, the distribution of the residual time is

P(R; <r |phase = k) = 1 — e,e¥"e.

Notice that the residual time is independent of the time since the Phase-type distri-
bution was initialised. We call the time since the Phase-type distribution was initialised
the age, which is a random variable. This is in contrast to before where the value of the
orbit process essentially determined the age. Earlier, we used the orbit position and the
residual time to correspond the approximation a position of the fluid queue. Now, for
Phase-types, we can use the age, the position of the process {J(¢)} and the residual time
to correspond the approximation to the fluid queue.
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As noted by Hautphenne et al. (2017), the distribution of the age, given the phase
of the Phase-type is k € {1,...,p}, depends on the sampling scheme which determines
the observation time. Here the observation time occurs at a change of phase from i,
therefore, the observation time occurs after an exponential amount of time with rate
—T;;. Proposition 4.1, Hautphenne et al. (2017) states that the distribution function
of the age, given the phase of the Phase-type is k and the process is observed after an
exponential time with rate —Tj; is

aeSHTulu( (S, + T,1)) ey,
a(=(S; + T;:I)) e

P(age < u | phase = k) =1 —

Let S;(Ty;) = diag(v)~1S!diag(v), where v = a(—(S; + Ty:I)) ™/ (a(—(S; + Ty:I))Le).
Algebraic manipulations show

(Si+Tuilu(_(§. + T..T)) "1 g
Qe 1 + 2 e . L .
1 _ ( ( )) k =1 e;e(S’(T”)_FT”I)ue, (410)

a(—=(S; + T;:I)) ey

which is of Phase-type.
We associate phase k € {1,...,p} of {J(¢)} with being a random distance to the right
of y, where this distance has the age distribution

(8i(Tii)+Ts)u

1—ee e. (4.11)

Now, on the event that there are no changes of level, upon the event that the first
change of phase of the QBD-RAP is from ¢ € S, to 7 € §_ and occurs at time ¢ + u, it
seems reasonable to want the distribution of time until the next event of the QBD-RAP
to be

1 eze(@(Tn)JrTn‘I)\Cj|U/|Ci|+TjjI“e_ (4.12)
The distribution in (4.12) is the distribution of the minimum of the age with distribution
(4.11) and the time until the next change of phase of the QBD-RAP, which is exponential
with rate —Tj;. The factor |¢;|u/|c;| arises as a conversion between the speed at which
the fluid level moves in phase j compared to phase i.

While this does achieve what we want, it is not quite satisfactory for the purpose of
our approximation scheme due to dependence on the sample path of {¢(¢)}. Specifically,
the evolution of the QBD-RAP from time ¢+ u until the next event depends on the phase
immediately before the change of phase at time ¢ + u, ¢(t + u~) = i. This increases the
size of the approximating QBD-RAP as we need a separate model for each ¢(t+u~) € Sy.
Furthermore, we have not yet considered how to model any further changes from S_ to
S, or beyond, which further complicates matters.

A solution is to suppose that, rather than observing the Phase-type random variable
at an exponential time with rate —7T;;, we instead observe the process uniformly randomly
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on the lifetime of length Z;. Let IT = diag (), where [m;] heflp) = T = a(—S)t/m
and m = a(—S)te. There is a time-reverse representation of a Phase-type distribution
given by (&, S,3), where & = ms'II, § = II"'S'II and § = IT"'o’/m (Asmussen 2008,
Page 91). In the case where the phase is observed randomly on the lifetime of Z;, the
distribution function of the age, given the phase is k is (Hautphenne et al. 2017, Lemma

3.1)

acdit(-S;) e 5
a(—S;) e

P(age < u | phase = k) =1 — e. (4.13)
We now associate phase k € {1,...,p} of {J(¢)} with being a random distance, with
distribution (4.13), to the right of y.

Therefore, on the event that there are no changes of level, upon the event that the
first change of phase of the QBD-RAP is from i € S, to 7 € S_ and occurs at time t + u,
a reasonable model for the time until the next event of the QBD-RAP has distribution

Siule;|/lei|+TTu peSiutTisTug (4.14)

1—ege e=1—e
which is independent of <.

The expression (4.14) suggests that, at a jump from S; to S_, the state of {J(¢)} does
not change, but begins to evolve according to the time-reverse generator §j. Since the
time-reverse of S is S , then upon a jump back to S, from S_, the phase of the Phase-type
random variable remains k£ but begins to evolve according to S. This suggests that we use
the representation («, S) when in phases in S, and use the time-reverse representation
(&, S) when in phases in S_. The matrices D(i,j) = I for all i,j € S.

With this construction, and choosing Z ~ Erlang(p, A/p), we recover the discretisa-
tion of Bean & O’Reilly (2013a) with discretisation parameter A /p.

The matrix exponential case For matrix exponential distributions we cannot rely
on the phase process {J(t)} as we did in the Phase-type case (because {J(t)} does not
exist for matrix exponential distributions). Recall that we want to find a matrix D(i, j)
to map the orbit position from A(t +u~) = k(|c;|u), to

_ k(lelw)D(i,j)  aeStD(i, j)
A+ = (el Dli.j)e ~ acD(, j)e

when there is a change of phase from ¢ € §; to j € S_ at time ¢ + w.
Given our interpretation of the orbit position, k(z), a solution would be to find a
linear map which takes k(z) and maps it directly to

aeS(Afx)
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However, we have been unsuccessful in finding such a mapping with the main hurdle being
that the map must be linear. Instead, we approximate as follows.

Recall that we use R;(u) to approximate the distance of the fluid level to the left of
Yk+1- Suppose we are given R;(u) = r which corresponds, approximately, to the fluid level
being |¢;|r units to the left of yx, 1. The position of the orbit process which corresponds to
a distance of |¢;|r to the left of yx,; in phase j is k(|c;|r). Hence, on the events R;(u) = r,
there are no events of the QBD-RAP before time t + u, A(t) = o, ¢(t) = i, and on
the event that a change of phase from i € S, to j € S_ occurs at time ¢ + u, the orbit
position should jump from k(|c;|u) to k(|c;|r). However, at time ¢ 4+ u, R;(u) is a random
variable about the future of the process and therefore not known, so instead, we take the
expectation

[e.e] aeSiu

Siu 00 Sir
_ ae” o oae
S sik(|e|r) dr = o eSlrsder.
acSive |, aeSire

E k(|| Ro(u))] = /

o aeSite

After a change of variables z = |¢;|r we get

aeSiu 00 S aeSa} B 00 S aeSac
= e?leils—5—dz/|ei| = A(t +u™) e?*s——du,
aeSive [, aeSte 2=0 aeSte

since at time ¢ 4+ u~, the orbit position is A(t +u~) = ae¥*/aeS"e. Thus, we find

D(i,j) = / e5%sk(x)dz =: D.
=0

Observe that De = / 5 sk(zr)dre = / e*sdx = e, since k(x)e = 1 for all
=0

z=0
x > 0. Further, since A is closed and convex (Bladt & Nielsen 2017), then (aD, S, s) is
a representation of a matrix exponential distribution for any a € A.

We pose the choice of the matrix D as a modelling choice. Other choices are possible,
A 0 A

for example, D = e sk(x) dx —|—/ e sadr, or D = v(x)k(x) dx, where
=0 z=A x=0
v(x) is a closing operator as introduced later in Section 4.7. It may also be possible to

construct other matrices D, perhaps via geometric arguments. We do not investigate
other choices of D in this thesis.

Computing D In practice, we use the class of concentrated matrix exponential distri-
butions (CMEs) found numerically in (Horvath, Horvath & Telek 2020). Recall that we
take the index p to be the order of the representation of the CME and consider p odd.
Also recall that for a given CME with odd order, p, and representation (a, S), the matrix
S has one real eigenvalue, and p — 1 complex eigenvalues and all eigenvalues have the
same real part. Further, the vector function k(t) is periodic with period p = 27 /w where
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w = min;(|S(\;)|), Ai are the eigenvalues of S and (z) is the imaginary component of a
complex number z.
We numerically evaluate the matrix D where

D = / eSls - k(t) dt
t=0

using a trapezoidal rule as follows. Let f(t) = e%'s. Then f(t)e™*, where A = R(\;) is
the real part of the eigenvalues of S, (they all share the same real part), is also periodic
with the period p. Hence, we can simplify the integral to;

D= [ f1) -kt

t=0

> plk+1)p
-y /k e E (1) - k(1) dt
k=0

p

e p
=> / AP AR £ (B 1) - k(kp + t) dt, (4.15)
k=070

which is finite. By periodicity, then e 2***) f(kp +t) - k(kp +t) = e M f(t) - k(t), hence
(4.15) is equal to

S (M) /0 " NN F (1) Ro(t) dt = — /0 "R - k(D) dt, (4.16)

> 1
k=0

where the sum converges as it is a geometric series and A < 0, p > 0.
To approximate (4.16) numerically, we first partition [0, p) into N equal-width intervals
[tn,tni1), where t, = (n — 1)p/N, n=1,2,.... N+ 1. On [t,,t,,1) we approximate the
1
orbit k(t) by a constant k(t) ~ k, = 5 (k(t,) + k(tps1)), t € [tn,tns1). Substituting this

approximation into the expression for D gives

1 N tn+1
D —eAP;/tn F(t)-k,dt
1 N

n=1

This approximation preserves the property that De = e.

Computationally efficient expressions for eS’e and k(t) are provided in (Horvéth,
Horvéth & Telek 2020).
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4.2.4 Upon exiting the interval Dy ;

So far we have only considered the QBD-RAP before any changes of level. We now
consider what happens at changes of level. For the fluid queue, suppose that upon exiting
Dy at time ¢ the phase is p(t) = i € S;. At this exit time X (¢) = y41 which is the
left-hand endpoint of Dy, and since the fluid queue is homogeneous, the sojourn in the
interval Dy 1 ; is identical to the sojourn in Dy, ;. Hence, for the QBD-RAP approximation,
we restart the approximation of the sojourn time with the initial condition A(t) = « in
phase 1.

Similarly, upon exiting Dy ; at time ¢ in phase ¢(t) = ¢ € S_, then X(t) = yx, which
is the right-hand endpoint of Dy ;, and so we restart the QBD-RAP approximation of the
sojourn time with the initial condition A(¢) = « in phase i.

4.3 The association of j € §; with S, or S_

So far we have assumed Sy = (). We now remove this assumption and describe how we
can include phases in Sy into the approximation. To do so, we can associate phases j € S
with either S; or S_.

Let X(0) = y, and consider the event where {¢(¢)} transitions from jo — ji1 — Jo
where jp € Sy, j1 € So and jo € S_, before there is a change of level, i.e.

Jjo te€0,t1),
p(t)=q7 tElt,ta),
Jo t € [ta,t3),

and X(t) € Dy, t € [0,t3). To approximate the fluid queue, we suppose that the initial
orbit position is A(0) = e, the initial phase is ¢(0) = jo and that p(t) = ¢(t), t € [0, t3].
The sample path of the orbit process on t € [0, t3), is

([ veSiotTigio Dt
aeSiotTigio Dt te0,t),
Af) — ae((ssji+T#jéj(;§itlD(jo’-jl)eTT,jl,jl(ttl) e b))
et oDt D(j, 5,)elint—t)e
ae(sjoJrTjoon)tlD(jO,jl)elejl (t2—t1)D(j1,j2)6(5j2+Tj2j21)(t—t2) € lta. )
ae(SjoJrTjoon)tlD(jO,jl)elejl(tz—tl)D(jhj2)e(5j2+szjz-’)(t—t2)e 23
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[ aeSiot
wSiie te0,t),
S. tl . .
ae”io" D( 7o,
= 51 (‘.70 ih) t € [t1,t2),
ae®io' D(jo, j1)e
aeSio' D(jo, j1)D(j1, jo) €571
S .t . . . R S. (tft ) t S [t27t3)7
L ae®0"* D(jo, j1)D(j1, j2)e%2"""e

for some matrices D(jo, j1) and D(j1, j2). We want to find sensible choices for the matrices
D(jo, j1) and D(j1, j2). Notice that {A(t)} is constant on t € [t1,5). For t € [to, t3) the
matrix product D(jo, j1)D(j1, jo) exists to capture the ultimate change in direction due
to the net change from S, to S_. Hence, D(jy, j1)D(j1, j2) should be equal to D. These
types of sample paths are the reason we need to associate states j; € Sy with either Sy
orS_.

Associating j; with S, amounts to choosing D(jo,71) = I and D(ji, j2) = D); asso-
ciating 7; with §_, amounts to choosing D(jo, j1) = D and D(jy, o) = I.

There are some consequences of this choice. Let ky € &;. Consider an event where
the phase process of the fluid queue transitions from j, — 71 — ks and there is no change
of level. If j; is associated with S, then D(jo, j1) = D(j1, k2) = I and the corresponding
orbit process, given A(0) = a, is

4 aeSjOt
S t1
ae=Io
At) = Sl t € [ti,ta),
aesj0t165k2 (t—tz)
L aesjotlest(t*tQ)e t E [t27t3) .

Notice that there is no matrix D in this expression.

Compare this with the situation where j; is associated with S_. In this case D(jo, 71) =
D(j1, k2) = D and the corresponding orbit process of the approximation, given A(0) = «
and on the event that there are no changes of level in [ty,t3), is

¢ aeSjOt
— t t
aeite €,t),
S t1
ae”in't D
A= amipe telnty),
aeSiott D DeSks (t—t2)
aeSiott DDk (12 e B ltats).

Ideally D? = I, however this is not the case here. Recall that a jump according to D
corresponds to approximating the residual life by an expectation. With this interpretation
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as an approximation, it suggests that we might want to minimise the number of jumps
according to D which occur. Therefore, for j; € &y, if transitions S, — 71 — Sy occur
with high probability compared to transition S_ — j; — S_, then this suggests we might
want to associate j; with S;. Which association is chosen will depend on the parameters
of the fluid queue and perhaps also on which aspects of the model we wish to approximate
best.

Augmented state space schemes

Another way to approach the problem is to augment the state space of the phase process
by duplicating Sy and associating one copy of Sy with Sy and one copy of Sy with S_.
Let {¢*(t)} be the augmented CTMC with state space S* and generator T™*. Let S, and
S_ be as before and S,,0 = {(m,q) | i € S}, m € {+,—}, then S* =S, US_US(US_.
The generator of p*(t) can be written as

T., T\ T:- O
To, Too To- O
T, 0 T _ T,
Toy, 0 To- Tho

Also define a fluid level {X*(¢)} using {¢*(¢)}, with rates ¢f = ¢; for i € S US_ and
iy = 0 for (m,i) € SioUS_o. The process {¢(t)} is embedded within {¢*(¢)} and is
recovered by marginalising over S} and S_g. On the event X*(0) = X (0), the fluid levels
X*(t) and X (t) match exactly. Hence, by approximating {(X*(¢), ¢*(t))}, we can recover
an approximation to {(X(¢),¢(t))}. This construction removes the problem of having to
choose how to associate states 7 € Sy with either S, or S_

4.4 The dynamics of the QBD-RAP approximation

We now have all the elements we need to describe the dynamics of the QBD-RAP ap-
proximation. Let {Y (t)}i>0 = {(L(t), A(t), ¢(t)) }i>0 be the QBD-RAP approximation
of a fluid queue, where {L(t)} is the level, {A(t)} is the orbit process and {¢(t)} is the
phase process.

We will show later that ¢(¢) captures the phase dynamics of the fluid queue exactly,
provided the phase process is independent of the fluid level {X(¢)}. The level L(t) = ¢
approximates which band, Dy, that X (¢) is in at time ¢, and the orbit A(¢) can be used
to obtain an approximation of where X (¢) is within the interval D,.

We now proceed to describe the evolution of the orbit and phase processes, before
introducing the level variable later.
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The dynamics of the orbit process and phase On ¢(t) = i, we suppose that
between event epochs the process {A(t)} evolves deterministically according to the dif-
ferential equation

AW = AW)(S, + TLD) — AQ)(S, + TuD)e- A(). (4.17)
The ODE (4.17) describes the movement of the orbit process on the event that the phase
and level are constant. This implies that the diagonal blocks of the generator of the
QBD-RAP will be the matrices S; — Tj; 1.

We now argue that the ODE (4.17) is a reasonable model given our discussions about
using the residual time to model the distance from the cell edges and given our assumptions
on the phase dynamics.

Let a € A be arbitrary. On the events that no jumps or changes of phase occur
between time u and u + v, A(u) = a € A and ¢(u) = i, the solution to (4.17) states that
A(u + v) evolves deterministically according to

ae(SZ’+TiiI)U aesw

Alutv) = acSitTilvg  qeSive
Thus, when a = a the orbit position is A(u + v) = ae"/aeS¥e and therefore residual
time until the next change of level on the event that there is no change of phase models
the distance from the cell edges as we discussed in Section 4.2.1.

At time t, the distribution of time until the next event is the minimum of the time
until a change of phase and a matrix exponential random variable M E(A(t), S;). At time
t an event occurs at rate

More precisely, an event corresponding to a change in phase for ¢(¢) occurs at rate
—A(t)Tile = =T

which is constant as is required for phase transitions to be Markovian, and an event
corresponding to a change of level occurs at rate

Later, we will make clear why we say that the latter event corresponds to a change of
level. Upon an event occurring at time ¢, with probability —T};/(—=T;; + A(t7)s;) the
event corresponds to a change of phase and with probability A(t7)s;/(—Ty + A(t7)s;)
the event corresponds a change of level.

Note that a change of level may only occur if the phase is in S, or S_. Upon an event
corresponding to a change of level occurring at time ¢ we suppose that the process { A(t)}
jumps to A(t) = a and that the phase remains constant.
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Upon an event corresponding to a change of phase from i to j # ¢ occurring at time ¢,
there are two possibilities; either sign(c;) = sign(c;), or sign(c;) # sign(c;). As discussed
earlier, for states i € Sy we must specify some association with either S, or S_. Here we
choose the augmented state space approach and duplicate Sy and associate one copy with
i € S, and one copy with S_; call these S;¢ and S_g, respectively. We take sign(c;) = +
for i € S, and sign(c;) = — for i € S_g. In the case

1. sign(c;) = sign(c;): at the time, ¢, of the event, { A(¢)} is unchanged but immediately
begins to evolve according to (4.17) with i replaced by j, while {¢(¢)} jumps from
¢(t~) =i to ¢(t) = j. Since the orbit is unchanged upon these events, the matrix
which maps the position of the orbit before the jump to the position of the orbit
after the jump is the identity, I. Thus, the diagonal blocks of the generator of the
QBD-RAP which describe its motion among the phases S,,, U S0, m € {+, —} are

T, @ I To®I |-

The matrix C,, ® S is block diagonal with blocks |¢;|S = S; and T,,, ® I are block
matrices with blocks T;;1.

2. sign(c;) # sign(c;): at the time, ¢, of the event, { A(¢)} the orbit jumps from A(t7)
to

A(@)T,D  A()T,D
A(t")T;;De T}
assuming De = e, and then immediately proceeds to evolve according to (4.17)
with ¢ replaced by j, and {¢(t)} jumps from ¢(t~) = i to ¢(t) = j. Since we are
assuming the augmented state space model, then jumps out of S,, U S,,¢ can only
jump to phases j € S,, m,n € {+,—}, m # n, by construction. The off-diagonal
block matrices in the generator of the QBD-RAP which describe the movement of
the process while the level remains constant, but the phase jumps from S, U S,,0
to S, USno, m,n € {+,—}, m # n, are the matrices

A(t) = — A(t")D,

T,.D 0
To.@D 0 |

The level process To event epochs of {(A(t), #(t))},~, we associate marks {—1,0,+1}
in the following way. -

e To event epochs corresponding to a change of phase of ¢(t) we associate the mark
0.

e To event epochs at time ¢ which correspond to a change in level and for which
o(t7) =i € S_ we associate the mark —1.
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e To event epochs at time ¢ which correspond to a change in level and for which
o(t7) =i € S, we associate the mark +1.

Now define N, (¢) (N_(t)) as the simple point process which counts the number of event
epochs with marks +1 (—1) which have occurred in the time up to and including time ¢.
The level process of the QBD-RAP is given by L(t) = N, (t) — N_(t) and is skip-free, by
construction. The process {(L(t), A(t), #(t))},>, forms a QBD with RAP components.
Since the phase remains constant on a change of level and the instantancous rate at
which a change of level occurs at time ¢ in phase i is A(t)s;, then the block matrix of the
generator which describes the rate at which a change of level occurs when ¢(t) € S, is

C, ® (sa)
0

and when ¢(t) € S_ is

0
C_® (sa) ’
0

where C,, ® (sa), m € {+, —}, is block-diagonal with blocks |¢;|sa.

The generator of the QBD-RAP Assuming we have used the augmented state-space
representation of the fluid queue described in Section 4.3 and that there are no boundaries,
the generator of the approximating QBD-RAP {(L(t), A(t), ¢(t))}, is

B, B, B,

B-= B B, B. , (4.18)
where,
=5 5] (119
0 C,® (sa)
B,-| © C osa) |+ Ba- 0 o |
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and
o C+®S+T++®I T+O®I o T+,®D O
B++_[ T, @1 Too I By = T,_®D 0 (4.21)
| Ty ®D 0 | Co8+T 1 T @I
B_+_ [ T0+®D 0:| B___|: T(),@I TOO®I:| (422)

The tridiagonal structure is a generator arises from the skip-free nature of the level process
and the sub-blocks and parameters are as described above.

The following result states that {¢(¢)} has the same distribution as {¢(t)} when the
fluid queue is unbounded, the latter being the phase process of the fluid queue.

Theorem 4.1. Let ©; be the time at which the first jump of the phase process of the
unbounded QBD-RAP, {¢(t)}, occurs, given ¢p(0) = i. For any initial orbit a € A, then
©, has an exponential distribution with rate parameter |T;|. Furthermore, given ¢(t)
leaves state i, it jumps to state j with probability T;;/|T;;|. Hence, ¢(t), the phase process
of the QBD-RAP, and p(t), the phase process of the fluid queue, have the same probability
law.

Proof. Let {7, }n>0 with 70 = 0 and 7, the time of the n-th change of level of the QBD-
RAP. Consider partitioning {©; > t} with respect to {7,,.1 <t <7,},n=1,2,.... For
n =1, by (2.41) and Theorem 2.11, we can write

PO, >t,1<t<m7 | A(0) = a) = acSitTiDle
and since T;; I commutes with S; and e’#’ is a scalar, then this is equal to
aeS'elille = aeSitee’ ' = P(ry < t < )eli’,

For n > 1, again using (2.41) and Theorem 2.11, by partitioning on the times of the first
n — 1 level changes, 7q,...,7,, we get

P(@Z >t Tho1 <t <7, | A(O) = a,)
t t t

:/ / / P(O; > t,t < 7oy s € dby1,..., 7 € dt1 | A(0) = a)
t1=0 Jto=t1 tn—1=tn—2

n—1
/ / / S+TuI)tlsz Hae 1+THI)(tk t— l)s
t1=0 Jto=t1 tnlth k=2
X

ae SitTiul)(t—tn-1) edt,_1dt,—o... dt;. (423)

Since Ty I commutes with S;, eTitt k= 1,...,n — 1 are scalars, and since t; + (t; — t;) +
oA (tho1 — th2) + (t — t,—1) =, then (4 23) is equal to

/ / / ae’ill s, Hae i(th—te-1) aeSit—tn-1) g x Tt dt,,_1... dt;
t1= 0 to=t1 th—1=tn—2
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= P(Tp_y <t < 1p)eliit,

Hence, by the law of total probability,

PO:;>1t)=) P(©;>t7, 1 <t<T)

n=1

o0
= Z P(Th_1 <t < 1,)eluit
n=1
_ (Tt
and therefore ©; has an exponential distribution with rate |T};].
Upon leaving state i at time ¢, ¢(t) transitions to state j with probability

A(t)Dl(sign(cz-)#sign(Cj))Tije
ZA(t)Dl(Sign(Ci#Sign(cj))Tije + A(t)s;
jeS . A(t)eT;; . Tij
ZA(t)Dl(sign(cz')isign(c]'))Tije ZA(t)eTij =T
jES jES
ZA(t)Dl(SigH(CiHéSign(Cj))T%J.e + A(t)si
jeS
Therefore, the process {¢(t)} has the same probability law as {¢(t)}. O]

Remark 4.2. The same result can be shown for a regulated boundary. For boundary
conditions which interact with the phase dynamics, such as a reflecting boundary, the
result does not hold. The cause is the fact that the phase dynamics are level dependent —
we may see a forced change of phase upon a boundary being hit — and the QBD-RAP can
only approximate the level process of the fluid queue. However, until a boundary is hit (by
either the fluid queue or QBD-RAP) then the phase processes match. We show later that,
in the limit as the variance of the matrix exponential distribution used in the construction
of the QBD-RAP goes to zero, then the dynamics of the level process of the fluid queue,
X(t), are captured by the QBD-RAP, and boundary behaviour which interacts with the
phase dynamics can be captured too.

4.5 Boundary conditions

In the study and practical application of fluid queues, regulated, reflecting, sticky, or a
mixture of these boundary conditions may be imposed. We now present the intuition
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as to how one may include such boundary conditions in the QBD-RAP approximation
scheme.

Without loss of generality, assume that there is a boundary for the fluid level at y, = 0.
This boundary can only be hit from above in phases i € S_. Suppose that, upon hitting
the boundary in phase ¢ € S_, the phase jumps from i to j € S with probability p;;. If
j € §_ UGS, the process remains at the boundary and the phase process evolves among
states in S_US, until the first transition to a state in S;, at which point the level { X (¢)}
immediately leaves the boundary — we will call this a sticky boundary. If 7 € & the
process immediately leaves the boundary — we will call this a reflecting boundary. We
collect the probabilities p;; into the matrices P_y = [Jjlies_jes,, P-o = [Pijlies_jeso,
and P__ = [@'j]ies,,jes,-

Adjacent to the boundary at yo = 0 is the band Dy = [0, A] which corresponds to
level 0 for the QBD-RAP. We denote the boundary of the QBD-RAP as level —1, which
corresponds to {0} for the fluid queue. Modelling the behaviour of the fluid queue at
boundaries can be broken down into three components.

1. Modelling the time and phase when the fluid level hits the boundary.
2. Modelling the phase whilst the fluid level remains at the boundary.
3. Modelling the fluid level and phase at the exit from the boundary.

We claim that the event {L(t) = ¢, ¢(t) = i} models the event {X (¢) € Dy;, ¢(t) =i}
and further, that instants u with L(u™) # L(u),¢(u) = i model the events {X(u~) €
Dyi, X(u) ¢ Dy, p(u) = i}. With this in mind, the event that the fluid level {X (¢)} hits
the boundary at 0 is approximated by the event that the QBD-RAP is in level 0 in a
phase ¢ € S_ and there is a change of level. Analogously, if there is an upper boundary at
Vi1, the event that the fluid level { X (¢)} hits the boundary at yx 1 is approximated by
the event that the QBD-RAP is in level K in a phase ¢ € §; and there is a change of level.
We refer to this as the QBD-RAP hitting the boundary also. We show later that, using
matrix exponential distributions with sufficiently small variance in the construction of
the QBD-RAP, then the distribution of time until the QBD-RAP first hits the boundary
approximates the time until the fluid level hits the boundary. This addresses component
1).

For a sticky lower boundary at 0, given the fluid level reaches zero at time u in phase
i € S_, then the phase transitions to some phase j € S_US, with probability p;;, and the
distribution of the phase ¢(t) (on the event that the process has not left the boundary at
or before time ¢ > u) is given by the elements of the vector

- T _ T
Dij€;j exp ([ T, To(()) }(t - u)> :
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The distribution for the time until {X (¢)} leaves {0} for the first time after w is

- T _ T
1 — pije; exp ([ T, TO(()) } (t— u)) e.

Therefore, in the case of a sticky boundary, we can capture the behaviour of the process at
the boundary exactly. For a reflecting boundary there is no time spent at the boundary.
This addresses component 2) of the modelling problem.

For both sticky and reflecting boundaries, given the QBD-RAP is in the correct phase
at the instant upon which it hits the boundary, then upon exiting the boundary the phase
can be captured exactly too. For a sticky boundary, given the fluid/QBD-RAP hits the
boundary in phase ¢ € S_ at time ¢, it then jumps to phase j € S, U Sy and exits the
boundary in phase k € S, at time (¢ — u) with density

- T _ T T
Pij€;j exp ([ T, TO(? ](t - u)) [ To: } er.

For a reflecting boundary, given the boundary is hit in phase i € S_, the phase upon
leaving the boundary is j € Sy with probability p;;. Upon leaving the boundary, the
appropriate orbit position for the QBD-RAP is «, as this corresponds to the fluid level 0.

To summarise, at time ¢ the rate at which probability mass accumulates at the sticky
boundary in phase j € §_ U Sy and level —1, upon hitting the boundary in phase i € S_
and level 0, is

CzﬁZ]A(t>S

The rate at which density from phase i € S_ and level 0 transitions to density in phase
j € 8¢ and level 0 upon hitting a boundary (a reflection event) is

ciDijA(t)s,

and upon this transition, the orbit jumps to a. The rate at which mass leaves the sticky
boundary from phase i € S_ U Sy and level —1 into phases 7 € S, and level 0 is

Ej)
and upon leaving the boundary the orbit is a.

This information can be inscribed in the generator of the QBD-RAP. For example,
using the augmented state space scheme to account for phases Sy, the generator of the
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QBD-RAP described above has boundary conditions included as

T _ T_ T ,a 0 0 0
Tfo Too TOJr Qa 0 0 O
0 0
0 O ~
« ~ B B
(C_.P_Y®s (C_.Py)®s 0 i (4.24)
0 0
B_; By
where
C.8+T, . oI ToI T, ®D
~ T0+®I T00®I T0_®D
By = ~ . (4.25)
(C_.P,)®sa+T ,®D C.S+T 1 T (I
T0+®D T07®I T00®I

The top-left block of the generator contains the rates at which probability moves between
the point masses at the sticky boundary. The block below that in the generator contains
the approximation to the rates that the density of the fluid queue transitions into point
masses at the sticky boundary. This can only occur from phases in S_, which is the third
sub-block, hence only the third row of block matrices is non-zero. The block to the right
of the top-left block of the generator contains the rates that point masses transition into
density as the fluid process leaves the boundary. These transitions only occur to phases in
S, so only the first sub-block-column of this block is non-zero. The term (C_P_,) ® s«
which has been added in EO incorporates the reflecting boundary behaviour.

Upper boundaries can be included in an analogous manner ad we denote the transition
probabilities upon hitting a boundary by p;; and define the matrices P = [Dijlics, jes_,
P.o = [pijlies, jesy, and Pyy = [pijlies, jes. -

The orbit process { A(t) } is not required to model the behaviour at the sticky boundary.
However, we suppose that A(t) = m at the boundaries. This choice purely for notational
convenience and is arbitrary, but allows us to generalise some notation later when we
are describing the evolution of the QBD-RAP. Further, for boundaries at yo = 0 and
Yr+1 = (K+1)A, we let the level process take the value L(t) = —1 at the lower boundary,
and L(t) = K + 1 at the upper boundary. Denote the set of levels, including boundary
levels, by K = {—1,0,..., K, K + 1} and without boundary levels by K£° = {0,1,..., K}.

Remark 4.3. It may be possible to extend the QBD-RAP approximation to model jumps
into and out of the boundary, provided that the jumps into/out of the boundary happen at
an intensity which can be described by a matriz exponential distribution.
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Furthermore, it may be possible to model more general boundary behaviours which can
be approximated by a limit of matrix exponential distributions. For example, a boundary
condition where the fluid queue spends a deterministic time at the boundary.

4.6 Initial conditions

We argued earlier that we can think of the orbit k(z) = ae®% /(aeS¥e) as corresponding to
the fluid being a distance of x from the left boundary of an interval when i € S, or from
the right boundary of an interval when ¢ € S_. With this interpretation, an approximation
to the initial condition X (0) = (X (0), ¢(0)) = (z0,%), xo € Dyy, i € Sy US4 is to set the
initial orbit to k(zo — y,) and the initial phase to ¢(0) = 4. Similarly, an approximation
to the initial condition X (0) = (xo,17), zo € Dys, To # Yes1, ¢ € S US_ is to set the
initial orbit position to k(ysy1 — zo) and the initial phase to ¢(0) = 7.

We use the notation a,;(xo) = as+(x9) = k(zo — y¢) for the initial orbit position
corresponding to xp when the initial phase is ¢« € &4 and xy € Dy,;. Similarly, for ¢ € S_
and x¢ € Dy; define the notation a,;(ro) = ar_(xo) = k(Yer1 — 2o).

More generally, given an initial measure y;(-) = P(X(0) € -, (0) = i), an approxima-

tion to this initial condition is to set the orbit to ap;(x)dp;, fori e S, L € K°.
Z‘E’Dﬂi

Initial conditions for phases i € Sy While the augmented state space scheme de-
scribed above is convergent, the analysis of the QBD-RAP scheme is greatly simplified if
we only allow initial conditions which allocate zero probability to phases ini € S, oUS .
To see why initial mass in S;oUS_g might introduce further complexity, consider a sam-
ple path with ¢(0) = k € S;p and A(0) = a € A. On ¢(u) € Sy, for u € [0,t), then
A(u) = a is constant. Upon the phase leaving S, at time ¢, say, the phase will either
jump to &4 or S_. If ¢(t) jumps to i € S, the orbit process at time ¢t will be A(t) = a
and the process evolve from time ¢ as if it has started in phase ¢ € S with initial orbit
a — there are no major issues in this case. If, however, ¢(¢) jumps to i € S_, then the
orbit process will jump to A(t) = aD at time ¢t. From time ¢ onward the QBD-RAP
process will evolve as if it has started in phase ¢+ € S_ with initial orbit aD. With the
way we have structured the proof of convergence, we have to complete two analyses of the
QBD-RAP process — one for the initial condition a and another for the initial condition
aD.

A solution to this problem is to augment a set of ephemeral states to the QBD-RAP
which capture the initial sojourn in Sy only. Suppose we wish to approximate a fluid
queue with the initial condition g, k& € Sy, where i has mass 1. Let us denote the
set of ephemeral states by Si* and each state in S by i*. Each state i* € S is
a copy of ¢ € &y, and, in Sg’k the phase process has the same phase dynamics as it
does in Sg. At time 0, we start the QBD-RAP in the ephemeral set of states SS’k in



86 Chapter 4. A stochastic modelling approach to approximating fluid queues

phase k* € Sg’k. While in Sg’k, the phase process evolves between phases according
to the generator T, and the orbit remains constant. Upon exiting the ephemeral set
Sg’k at time ¢, given the phase at ¢t~ is j* € Sg’k, the QBD-RAP process jumps to
L(t) =, A(t) = [p, aci() dux, ¢(t) =i, where £ € K, i € S US_ with probability

T'*,L'
Qy ({L‘) duke ! .
/Df,i —Tj*]*

The level and orbit process are constant during the sojourn in S;* as all information
about the level and orbit during this time is contained within the initial condition gy,
and the only thing that changes is the phase.

To include the ephemeral states within the generator of the QBD-RAP we can write,

Ty | BY By* B Bp*
B, By

B = B, B, B, ,
B_, B, B

where
B = [Ty ({0}) 0] B*=[Ty,®a 0 Ty ®a; 0],0=0,1,2, ..,

and

a; = / ap(r)du, £ € K, re{+,—}.
DZ,T

The blocks 1§_1, EO, 1§+1, B_,, By, B.,, are as before. In the top-left block of B is the
block Tyy which contains the rates at which the process moves between phases in Sg’k.
The block B, * contains the rates that the phase changes from Sy * 0 S, or S_ and also
contains the information about where the orbit position is after these transitions.

Since ay;(v) € Aforall z > 0 and py, is a probability measure, then aj = fD“ ap;(z)du, €
A is a convex combination of vectors in A and, since A is convex, so a; € A. There-
fore, the orbit after the transition out of the ephemeral set S;** is in A and therefore the
QBD-RAP with the additional ephemeral states is a valid QBD-RAP.

In general, we need to augment a set of states Sg’k to the QBD-RAP for each initial
phase, k € Sy such that py has positive mass.
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4.7 Recovering intra-level approximations to the dis-
tribution of X(¢) using A(t) — some intuitive ideas

The level process {L(t)} of the QBD-RAP approximates the process

{Z D kX (L) € Dk,i)} : (4.26)

kek ieS

This may be of interest in its own right. However, for some applications, this approxima-
tion may be too coarse — the level process tells us nothing about where in the intervals
Dy, i the fluid level might be. The purpose of this section is to introduce the idea of closing
operators v(x) which are used to extract intra-level approximations to the distribution
of X(t) using A(t) and also to describe some intuition about how we might construct
v(x). The intra-level approximation obtained using A(t) and v(z) is entirely post-hoc in
the sense that it does not affect the dynamics of the QBD-RAP itself, we only take the
information contained in E[A(¢)1(L(t) = ¢, ¢(t) = i)] and rewrite it in a descriptive way.

Suppose that the QBD-RAP is in level L(t) = ¢, phase ¢(t) = j € S, US40, and the
orbit is A(t) = a. If the QBD-RAP remains in phase j, the QBD-RAP approximation
will transition out of level £ in the infinitesimal time interval [t + u,t + u + du] with
probability ael!S%|c;|sdu. At the time of the change of level we estimate the position
of X(t+ u) by X(t + u) = yer1. Tracing this back to time ¢, we estimate the position
of X(t) as X(t) = yer1 — |¢j|u. Reverse engineering this logic, the approximation to the
probability of X (¢) € duz is aellSWeri=0)/ll|ci|sdx/|c;|, since dx = |¢;| du where dx is
an infinitesimal in space and du is an infinitesimal with respect to time.

Similarly, for j € S_ US_g, if the QBD-RAP remains in phase j then the QBD-RAP
approximation will transition out of level £ in the infinitesimal time interval [t+u, t+u+ du]
with probability ael®5%|c;|sdu. At the time of the transition of level, we estimate the
position of X (¢ + u) by X(¢t + u) ~ y,. Tracing this back to time ¢, we estimate the
position of X (t) as X (t) =~ y; + |c;j|lu. Reverse engineering this logic, the approximation
to the probability X (t) € dz is ael%!S@=vd)/leil|c;|s dz /|c;|, since dz = |c;| du. *

This reasoning leads to an approximation of the distribution of the fluid at time ¢,

P(X(1) € (E,j) | X(0) = (20,7)),

for measurable sets E, as

/ / PY(t) € (¢, da, j) | Y(0) = yo)aeS @ s da, (4.27)
z€FE JacA

*Here we have assumed we are dealing with the augmented state space model. If the non-augmented
state space model is used, for phases j € Sy, if phase j is associated with S;, we use the same approx-
imation as if j € Sy, and if phase j € Sy is associated with S_, we use the same approximation as if
jes_.
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where E C Dy, xo € Dy, Yo = (Lo, @sy.i(x0), 1), and

Zg(l‘): T —Ye j€8—7
! Yer1 — 2 J € Sy

While the estimate (4.27) is appealing, it is, however, defective — it does not integrate
to 1 for any finite-order matrix exponential distribution. To see this, compute

/ / (¢, da, j) | Y(0) = yo)ae* s dx
-TE'D[]

EEIC jES
/ (¢, da.j) | Y (0) = o) (1 - ace)
éelC jES acA
= (1—ace)
<1,

since aeS*e > 0 for any u > 0. The problem is that the triple (a, S, s) defines a distribu-
tion on x € [0, 00), however, it only makes sense to take x € [0, A) in the approximation
scheme.

To partially rectify this we can instead approximate P(X (¢) € (dz, j) | X(0) = (x¢,1))
by

/ _ POY() € (¢, daj) [ Y0) = w)au, (z) dr. (4.28)

where

(4.29)

B (€S(yg+1f:v)s + es(zAf(yur:r))s) , J €S8y,
'Uzé,j( ) - (es(x_ye)s + 65(2A—(w—yz))s> ’ je S .

Intuitively, we take the density function ae®%s on z € [0,2A), and ‘fold’ it back on itself
around A, to create a density function on [0, A),

ae¥s +aeS*r s 1 € [0, A).

The missing mass is now proportional to

acS?e,

which is less than the quantity ae““e from the approximation scheme (4.27). The choice
of truncating at 2A in this construction is convenient as in naturally leads to a density
onz € [0,A).
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A third option is to approximate P(X (¢) € (dx,j) | X(0) = (zo,7)) by

/EA P(Y(t) € (¢,da,j) | Y(0) = (Yo, as,i(z0),%))ave(x) dz, (4.30)

where

S(yz+1—.1’) _|_ S(2A—(yz+1—a))) I_ S2A -1 - e S
avy;(z) = {a (e y J -2 s jES,, (4.31)

a (€S(x—ye) + eS(ZA—(x—ye))) [[ — eSQA] - s, jeds_.

Here, we take the density function aeS*s, defined on [0,00), and map it to a density
function on [0, A) by A — |(x mod 2A) — A|. The resulting density function is

U(I) — a (eS(:p+2Am) + 65(2A71+2Am))

m=0

00
a (GSx + BS(QA—CC)) E 652Ams
m=0

S

—a (eSx + eS(2Afm)) [I . esm}—l s

The difference between the approximation schemes is the way in which the vector a
is used. We generalise this idea with the concept of closing operators which is a linear
operator v(z) : A — R, for each z € [0, A). For example, the closing operator in Equations
(4.27) is the operator v(x), € [0,A) such that for any a € A,

av(z) = ae®’s. (4.32)
Similarly, in (4.28)
av(z) = a (s + es(mfﬂs) , (4.33)
and in (4.30)
av(z) = a (e57s + 547 [I — 522] s (4.34)

We will use the notation

v —x) j€8 U8,
W,j(x):{ (y£+1 ) J + 0+

4.35
v(x —yp) jeS_US,_. ( )

In this section we have established some intuitive ideas about how to extract an ap-
proximation to the density of X (¢) from the orbit A(¢) using the idea of a closing operator,
v(x). As we shall see, given certain properties of v(z) we can prove that the approxima-
tion scheme converges, and ensures positivity. In the cases above, all the closing operators
(4.32)-(4.33) lead to an approximation which converges and, due to their interpretation
as probability densities, ensure positivity. Numerical experiments are used to investigate
the closing operator from this section in Chapter 7.

We close this section with some commentary on the importance of linearity for closing
operators.
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Comments on linearity and normalisation We considered taking the closing oper-
ators to be

a (GS:ES + eS’(QAfz)s)

av(r) = [ acs?hg ) (4.36)

which also ensures that the solution always preserves mass (the result of integrating (4.36)
over [0,A) is 1). However, (4.36) is not a linear operator. The importance of this fact is
that for a linear operator,

E[A(t)v(2)] = E[A(t)]v(2),

thus, the computation of E[A(t)v(x)] can be achieved by first computing E[A(t)] and
then applying v(z) to the result. In this sense, E[A(t)] contains all the information about
the history of the process up to time ¢ needed to compute E[A(t)v(z)].

When v(z) is not linear then, in general,

E[A(t)v(2)] # E[A(t)]v().
For example, with (4.36),

BSIS + eS(QAfz)S)

1 — aeS?2e

E[A(t)v(z)] = / Pl e da) 2 (4.37)

While the calculation in (4.37) is theoretically possible, practically it is not. The seemingly
innocuous integral over a € A actually amounts to an integral over all possible sample
paths of the QBD-RAP (i.e. all possible events and event times of the QBD-RAP before
time t) and in general, there is no ‘nice’ way to do this computation.

In the linear case, computation of

E[A()] = / _ P(A@) € daja,

amounts to a matrix exponential calculation.
In practice, we may use

E [A(t)] (eSacS + eS(2A—x)S)
1 — E[A(t)] e522e

(4.38)

as a normalised version of (4.33), and this seems to work well. However, this is not the
same as using the closing operator (4.36).



Chapter 5

Convergence of the QBD-RAP
before the first orbit restart epoch, 7

This chapter details a convergence of the approximation scheme constructed in Chapter 4
on the event the first orbit restart epoch is yet to occur. Unless the QBD-RAP hits a
boundary and is immediately reflected, an orbit restart epoch corresponds to a change of
level. If the process hits a boundary and is immediately reflected, then there is no change
of level, but the orbit process does ‘restart’ at this time. We will define orbit restart epochs
more precisely, later. From the stochastic interpretation in Chapter 4, the orbit restart
epochs approximate the hitting times of the fluid queue on the points {y,} when the fluid
level is not at a boundary, or the exit times of the boundaries when sticky boundaries are
present and the fluid queue is at the boundary. Thus, this chapter proves a convergence of
the QBD-RAP scheme to the fluid queue in each of the sets {0}, Dy, D1, ..., Dr, {yr+1}-

In Chapter 6, we use the main results of this chapter to prove further convergence
results for the QBD-RAP scheme, and ultimately provide a global result. Conceptually
Chapter 6 stitches together the convergence on each of the sets {0}, Dy, ..., Dk, {yxi1}
proved in this chapter to claim the global convergence. Chapters 5 and 6 differ some-
what in their proof techniques: Chapter 5 relies more heavily on concentrated-matrix-
exponential-specific arguments whereas Chapter 6 uses more traditional arguments such
as the Markov property, time-homogeneity and the law of total probability. We now state
the QBD-RAP scheme with which we will work throughout this chapter.

Recall that the QBD-RAP is constructed using matrix exponential distributions to
model, approximately, the sojourn time of the fluid queue in a given interval. This
chapter shows a type of convergence under the assumption that the variance of the matrix
exponential distribution(s) used in the construction tends to 0. The result applies to any
sequence of matrix exponential distributions such that the variance tends to zero. The
generality of the result is necessitated by the fact that, in practice, we use the class of
concentrated matriz exponential distributions found numerically in (Horvéath, Horvath &
Telek 2020), for which there are relatively few known properties.

91
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In this chapter we work exclusively with the augmented state space model to model
phases with rates ¢; = 0 as described in Section 4.3.

Further, to model an initial condition, ¢(0) = k € Sy, we use the ephemeral set of
phases Si" as described in Section 4.6. Approximating the initial condition ¢(0) = k € S,
in this way greatly simplifies some results in this chapter. In Appendix E we provide
results which prove convergence of the approximation without the need to model the
initial condition ¢(0) = k € Sy by an ephemeral set of phases. Appendix E relies on the
fact that ay, ;(A —xz¢) and ay, ;(zo)D are ‘close’, in some sense, then leverages the results
of this chapter to prove various bounds which ultimately show convergence. Beyond that,
Appendix E provides limited further insight into the QBD-RAP process, it is also long
and somewhat tedious, hence why it is in an appendix.

In this chapter we analyse the distribution of the QBD-RAP scheme up to the first
orbit restart epoch. The structure of the analysis is to first partition the distribution of
the QBD-RAP at time ¢ (where t is before the first orbit restart epoch) on the number of
changes of phase from §; US ¢ to S_ or S_US_o to S;. We will refer to changes of phase
from S, US o to S_ as up-down transitions and changes of phase from S_US_( to S, as
down-up transitions. Next, for each term in the partition we take the Laplace transform
with respect to time. This is convenient as it enables algebraic manipulations which allow
us to separate the Laplace transforms into one factor solely about the orbit process of
the QBD-RAP and one expression about the phase process and associated rates. Once
we have established a convenient algebraic form, we then turn our attention to bounds
and convergence, establishing bounds for the difference between the Laplace transforms
of the QBD-RAP just described and corresponding Laplace transforms of the fluid queue.
Thus, we establish a convergence result for the Laplace transforms with respect to time
for each of the distributions in the partition. We then wish to ‘undo’ the partitioning on
the event of a given number of up-down and down-up transitions before the first orbit
restart epoch to establish a convergence result for the Laplace transform on the event
that the first orbit restart epoch is yet to occur. To ‘undo’ the partitioning, we use the
Dominated Convergence Theorem.

The main steps of the convergence result of this chapter are listed below.

1. Define the partition on the number of up-down and down-up transitions and the
collections sample paths of the QBD-RAP and fluid queue with which we will work.
Describe the distributions of the processes on these sample paths and compute their
Laplace transforms with respect to time. (Sections 5.1, 5.2 and 5.3).

2. Establish error bounds for the difference between the Laplace transforms of the
QBD-RAP and the fluid queue for each term in the partition. (Section 5.4).

3. Establish a geometric domination condition so that we may apply the Dominated
Convergence Theorem to ‘undo’ the partitioning and hence prove convergence of
the Laplace transforms. (Section 5.5).
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First we give some preliminaries and some technical assumptions we will use in the
proofs.

Preliminaries

Suppose we have a sequence, {Z (p) }p>1, of matrix exponential random variables with
Z®) ~ ME(a®, 8% s®) such that E[Z?*)] = A and Var (Z®)) — 0 as p — oco. For no-
tational convenience we suppose that p is the order of the representation (a®, §®) sP)),
but strictly speaking, this is not necessary. We use the superscript (p) to denote de-
pendence on the underlying choice of matrix exponential distribution that is used in the
construction of the QBD-RAP scheme. To simplify notation, we will omit the superscript
(p) when it is not necessary.

In the following we establish error bounds for an arbitrary parameter ¢ > 0. However,
keep in mind the ultimate intention is to establish convergence, for which we choose
this parameter to be ¢® = Var (Z(p))l/g. Notation for functions of Z® and which
therefore also implicitly depend on p, are a®, §®) s, S,L-(p), sﬁp), DWW AP Y (1) =
(LW (1), AP (1), 67 (1)), -

In the following we establish various results which involve integrating a function g, or a
sequence of functions g1, go, . ... We make the following assumptions about such functions.

Assumptions 5.1. Let g be a function g : [0,00) — [0, 00) which is
(i) non-negative,
g(x) >0 for all x > 0,

(1) bounded,
g(x) <G < oo for all z > 0,

(111) integrable,

(iv) and Lipschitz continuous
lg(z) — g(u)| < Llx — u| for all z, u>0,0 < L < 0.

We also need a sequence of closing operators which we denote by v®. For the con-
vergence results, we require the following properties of the closing operators v®) (), z €

[0, A).

Properties 5.2. Let g be a function satisfying the Assumptions 5.1 and {v?)(z)},>1 be
a sequence of closing operators such that;
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(i) vP)(z) can be decomposed into v (z) = w? (z) + w? (z), where
(1) for x € [0,A),u,v > 0.

a® S ) (g 1P (1) < a8 (— W)@ ().
(111) for x € [0, A),u > 0,
a® ST (g TP (2) = GP 0, asp — oo.
() for x € [0,A),u >0,

a(p)es(p)U(_S(p))*lw(p) (z) < a(p)es(m“er,

for some 0 < G, < 0 independent of p for p > pg where py < <.
(v) fora e A, u >0,

/ a5 uy®) (x)dx < a®eS"ve,
z€[0,A)
(vi) foru < A —e® v e[0,A), then

oo a(p) eS<p) (utx)
/ oSy v?P (v)g(z)dz — g(A —u—v)l(u+v < A —eP)| = 7P (u,v)],
=0

where

A
/ |r®) (u,v)| du < R,Sﬂ — 0
u=0

and

A
/ P (u,v)| dv < Rgf% — 0,
v=0

as Var(Z®) — 0.

In Appendix D we provide results which show that the closing operators (4.32) - (4.34)
satisfy Properties 5.2.
Though it is an abuse of notation, for convenience, let us write

/ PO ) € (6 dr ) | Y (0) = o)

where ¢ is some function, in place of

/ _ala) / | POY(0) € (¢ da.j) | Y(0) = w)ave,(x) ds (5.1)
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where vy ;(z) is a closing operator as defined in Section 4.7. Expression (5.1) is an ap-
proximation to

P(X(t) € (dx,j) | X(0) = (z0,17)), (5.2)
x € Dyj, xg € Dy, ;. Further, let us write
P(Y(t) € (¢, £,5) | Y(0) =yo)

in place of

/EE /eA P(Y(t) € (¢, da,j) | Y(0) = yo)av,;(z)dz (5.3)

for some measurable set &£ C D ;.

Ultimately, in Chapter 6, we will apply the Extended Continuity Theorem for Laplace
transforms (Feller 1957, Chapter XIII, Theorem 2a) to claim convergence. The Extended
Continuity Theorem for Laplace transforms requires us to show convergence of the Laplace
transform pointwise with respect to the transform parameter, A, on the set A € R, A > 0.
Therefore, we can fix A € R, A > 0 in the following.

5.1 Describing the distribution of the QBD-RAP be-
fore 7

In this chapter we are interested in the QBD-RAP up to the first orbit restart epoch,
which we denote by Tl(p ), which is the random (stopping) time at which the QBD-RAP
changes level, or is reflected upon hitting a boundary, for the first time. More precisely,

Tl(p) =inf {t >0 | L@(t) # L¥(0), or (LP(t), AP)(t), ¢(t)) is reflected at a boundary} .

At time Tl(p ), the orbit process is restarted at the initial value A®) (Tl(p )) = '), unless the
QBD-RAP hits a sticky boundary and is temporarily absorbed, in which case the orbit
process is restarted at the value A® (Tl(p )) =17

For the fluid queue, let 7{¥ be the minimum of the time at which {X(¢)} hits a
boundary, or exits a boundary, or exits Dy, where X (0) = x¢ € D,,. More precisely,

inf {t > 0| X(t) = g, £ € K},
¥ = min inf{t > 0] X(t) #0,X(0) =0},
inf {t > 0| X(t) # yx+1, X(0) = yr41}
*Recall from the discussion in Section 4.5 in the paragraph above Remark 4.3, that the orbit process

is not actually required to model the behaviour at the boundary. We set it to be A(t) = 1 for all times ¢
when the QBD-RAP is at the boundary for notational convenience.
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Consider the initial condition y* = (L®(0), AP (0), $(0)) = (fo, aéﬁ?i(xo),i), where
ly € K°, and 7 € S. Recalling the discussions in Section 4.2, the value y, is such that the
distribution of the time for {(L® (), A®)(t), #(t))} to exit level £, in a given phase j, say,
is an approximation to the distribution of time taken for {X (¢)} to exit the interval D,
in phase j, given the initial condition X (0) = (z¢,7). We are interested in the quantity,

o0t (2, ; 20,7) da

given by

[ P(a%0) € daott) =gt < 7 | YO0) =y Jav?) (o) ds
acAlp) ’

(p)
= (e; @ al;(w0))e™ (€ @ v[!,(x)) da, (5.4)
where
g [ B BY
o = | B BV
and
o _[C+@8SV+T ol Tyl | e _[Ti-2D? 0
++ T, 1T Too®I |"7 T, @ D® 0 |’
go _[T+® DW® 0 [CieSP+T oI T oI
T | Ty,@DW 0 |7 Ty 1 ToI |-

The expression (5.4) is the QBD-RAP approximation to the distribution
P(X(t) € (dz,j),t <7 | X(0) = (0,7).

For now consider ¢(0) =i € S, US_. As we shall see, certain Laplace transform
expressions for phases i* € Sg’k with rate ¢;« = 0 can be written as a linear combination
of certain Laplace transform expressions for phases in S, US_.

Now, introduce a partition on the number of up-down and down-up transitions of the
sample paths. Denote by {¥,,}n>1 the sequence of (stopping) times at which {¢(¢)} has
an up-down transition (i.e. jumps from S; US ¢ to S—). Denote by {I';,, },n>1 the sequence
of (stopping) times at which {¢(¢)} has a down-up transition (i.e. jumps from S_ US_
to S;). More precisely, for sample paths with ¢(0) € S, let I'g = 0, then for m > 1,

S = inf{t > Doy | 6(t) € S_Y, (5.5)
T, = inf{t > 5, | 6(t) € S.). (5.6)
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For sample paths with ¢(0) € S_, let ¥; = 0, then for m > 1,

Dy = inf{t > Doy | 6(t) € S, )
Em+1 = ll'lf{t > Fm+1 | ¢(t> c S_}

For times ¢ such that T';,, < t < 3,41, then ¢(¢t) € S; U S,o. For times ¢ such that
Em+1 <t< Fm+1, then ¢(t) esS_ U S_().
With these stopping times, we form a partition of the sample paths of the QBD-RAP

by the number of up-down and down-up transitions. By doing so we can express f-®) (1)

as a sum of terms, ff;?,’q(f;) (t), where m = 0, 1, ..., is related to the number of up-down/down-

up transitions, ¢ € {4, —} denotes that the initial phase is in S, and r € {4, —} denotes
that the phase at time ¢ is in S, U S,.
Let 29 € Dy, i, © € Dyy 5, t >0, £y € K°, m > 0 and define

£, . .
Fro@ (1)(x, j; 0, 9)

— [ P(A(0) € daott) = .t < P < 1< St | YO0) = 4 avl?) (),
acAP) 7
for i € S+, j S S+ US+07

£, . .
fro(4)(x, 55 20,9)

- / P(AP(t) € da,o(t) = jt < 77, Spis <t < Tois | YO(0) = 4 ) av ) (2)
a,eA(P) ,
forieS,, €S US

2, . .
Fo® ()(x, §;w0,1)

— [ P(AP@®) € da.(t) =it < Tt <0< S | Y(0) = i )avl? ),
acA®) )
forieS_, €85, US,, and

P (t)(x, j; 2o, 1)
N / P(A(p) (t) € da,¢(t) = j,t <77, iy <t < Tppyr | YP(0) = y(()p))avtgf:)j(fﬂ)?
ac AP) 5
forieS_,7e€S85_US .
The following result gives expressions for the functions ff%’q(ﬁ) (t)(z,7;x0,19).

Lemma 5.3.

Lo, . .
Foo®) (1) (x, j; o, 4)
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t t t
(p) (p) (P)
= / (e; ® aéﬁ?i(xo))erNlB(fl / erpf(’Yl—Ul)Bg)L . / erp*(7”‘_("’")3(,1)4)r
o1=0 Ym=0m

Y1=01
w BEL(t=m) (69 ® v(p).(m)> Ay doyy, . .. dy1 doy, 59)

£o,j

fO/l"/L' c S+, ] c S+ US+0,

o, . .
fo® ()@, ; 20, 0)

t t t
_ / (e; ® aélz)i(xo))635201 Bfl eB(f)Z (’71—01)B(_pj_ o / eBSfl(Cme—’Ym)
o1=0 ' Y1=01 Om+1="m
() . B®) (t—0ymyi1) (»)
x B eBYL(t=on (e 2 v (« )) doy dyi ... Aoy, dym Ao (5.10)

forieS,, ;€S US

Lo, . .
fo® (), §; w0, 1)

t t t
— / (€; ® aélo’?i(mo)) B®) 5 B( p) / eB(fﬂ)L(Uz—%)Bgl o / eB(f’l('Ym+1_0'm+1)
71=0 o2=71 Ym4+1=0m+1

% B(P) BY) (t—ym+1) <e ®'v§ (@ )> dyidoy ... dym domgr dYm4r (5.11)
forieS_,j €8 US 4, and
Fl () (2, js o, 1)

¢ t t
_ / (e: ® a(p).(xo))eB@% B(_PJ)r eB(ﬁ(oz—w)Bgﬂ o / eB(ﬁ(”mH—Wm)BSQ
~v1=0 o2="71 Om+1=Ym

Lo,i
eB(j’Z(t—amH) (e ® ’Ué (z )) dops1 dym - - dog dyg, (5.12)

fori e S_,7 €S_US_g, where e is a row-vector of zeros except the kth position which
1sa 1.

Proof. The results hold by Theorem 1 of Bean & Nielsen (2010) and the specific param-
eterisation of the approximating QBD-RAP. O]

Now, for q,r € {+,—}, ¢ # r, define

[ ® () (x, jy o, 1) = Z Frs) () (x, j; o, 1) i €8, €8,USy,
m=0
[0 (6 (, 5 w0, 1) = Z Fasab)(8) (e, s o, ) i €8y j €SS,

m=1
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so that

P () (2, 53 w0,1) T €Sy, § €S, USy, (5.13)

ar () (x,g;20,1) 1€Sy, JES USn. '

Thus, for i € S;US_, we have written fff’q’(p)( t)(z, j; xo,1) as a sum of terms fhop (t)(a:, J; o, 1).
We have not-yet addressed the case when the initial phase is in §y. Recall, in this
chapter we suppose the QBD-RAP approximation uses ephemeral states Sg’k to model

the fluid queue whenever the phase starts in Sy. In general, for r € {4+, =}, m > 0, we
define

ffi’éﬁ,) (t)(, j; zo, k Z Z / ee’" Ty m+(12Q7éT) a, ot = t0)(, 33 0, 3) dto

ge{+,—}1i€S,
(5.14)

and then, on the event that ¢(0) = k € Si* and Tl(p ) has not-yet occurred, then approxi-
mating density function is

FO ) (@, o, k) = £33 P (1) (@, jy w0, k) € S3¥, j € S, U S, 7€ {+,~}.  (5.15)

Upon taking the Laplace transform of (5.14), by The Convolution Theorem and since
the sums are finite, then the convolutions become products. Hence, the Laplace transform
of f,%707r(t)($, J; To, k) is a linear combination of the Laplace transforms of mH(q#) or(t—
to)(x, J; xo,4) which are given by (5.9)-(5.12). Thus, once we show convergence for the
Lapla](cje transforms of (5.9)-(5.12) we get convergence of the Laplace transform for starting
in S too.

5.2 Describing the distribution of the fluid queue be-
fore 7

Consider the measures on the Borel sets of Dy, ; given by

PO ), gi20,7) = P(X (1) € ().t <7 | X(0) = (wo,1)), (5.16)

by € K°, xg € Dy, 4,17 € S,t > 0. This is the distribution of the fluid queue at time ¢
on the event that the fluid level remains within Dy, up to and including time ¢ and is in
phase j at time ¢, given that it started at X (0) = ¢ € Dy, ,; in phase i.

I do not know of any simple expression for (5.16). There are expressions for the
Laplace transform of (5.16) with respect to time. One is in terms of the first return
matrices U(\) and Z(\) (Bean et al. 2009b). Here we opt for another expression for the
Laplace transform which is obtained by partitioning as follows.
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As before, we define the sequence of up-down transition times, {im}mZh and the
sequence of down-up transition times, {I';,}n>1, to partition sample paths of the fluid
queue. For sample paths with ¢(0) € S,, let 'y = 0, then for m > 1,

S = inf{t > Ty | @(t) € S_Y, (5.17)
T, =inf{t > S, | o(t) € S.}. (5.18)
For sample paths with ¢(0) € S_, let S, =0, then for m > 1,
T, =inf{t > Spq | o(t) € S, 1, (5.19)
Sg1 = inf{t > Toupy | (t) € S_}. (5.20)

The events {fm <t< imﬂ}, and {imH <t< fm+1}, m > 0, partition the sample
paths of (5.16) into periods where the fluid is either non-decreasing or non-increasing,
respectively; see Figure 5.1.

Form >0,i€ S,, j € S US, define

~

Homa (D) (G5 20,1) = P(X (1) € ()t < 7', T Ymr1 | X(0) = (20,4)),  (5.21)
forie S;, 7 €S- US_ define

:ufg—&-l,—&-,—(t)( ] Lo, ? ) P(X( ) ( ,j),t < Tlxaim—ﬁ—l <t< i‘\m-i-l ‘ X(O) = (.To,i)),
(5.22)

fori e S_, 5 €S8, US define

P (O G ae,i) = P(X () € (- 4),t < 75, Tt <t < Sinya | X(0) = (0,)),
(5.23)

and fori € S, 7€ S_US_( define
Mﬁ7_7_<t)(',j;$0,i) = P(X(t) € (7])7t < Tlxaim-‘rl S t < fm-‘rl | X(O) - (l‘o,l)) (524)

Furthermore, for ¢,r € {+, =}, ¢ # r, let

#2,]( ja$07 Z Iumqq j;ani) (S Sq> ] € Sq U Squ (525)

ugr( ]y X, Z,umqr “ 30, 1) 1 €8, 7 €S USn. (5.26)

Then we can write (5.16) as

/Lg?q(t)(-,j;xo,i) 1€S8,, 7€ S8,US,

5.27
W (1)(-, i w0,1) 1€ Sy, J €S, USp, (5.27)

uO(t)(, gi w0, 1) = {
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yfo + A__
Yeg : : :
fo il fl 22 x
y@o + A_
Yeo : : : :
5 r 5 T, Sy x

Figure 5.1: Sample paths and times of up-down and down-up transitions for ¢(0) € Sy
(top) and ¢(0) € S_ (bottom).
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For states k € Sy, and r € {+,—}, j € S, US89, m > 0, then

1028 0 (8)(, Js w0, K Z Z / ekeTOOtOTOszH(q#) (b= 10)(, 3 3o, 1) dto.
qe{+,—} 1€Sq

(5.28)

5.3 Laplace transforms of the distributions before 7,

In this section we take the Laplace transform with respect to timel of the densities
ﬁ),’q(ﬁ)(t)(x,j;xo,k), and measures 19 .(t)(x,j; 20, k), ¢ € {+,—,0}, r € {+,—}. The
Laplace transform is convenient as it allows us to manipulate the expressions for the
QBD-RAP into one component related to the orbit process and one component related
to the phase process and the rates ¢;, i € S.
The following matrices play a key role in the analysis of fluid queues (see, for example,
Bean et al. (2009b)). Here, they appear in the Laplace transforms of the QBD-RAP and

the fluid queue. Define matrices

Q+0()\) =C. 1T+0 P\I - Too]_1 )

Q_o(\) = CT'T o [N — Ty ',

Qi+(\)=C7 (T = M + Ty [M —Too] ' Ty,
Qi (\)=C: (T +Tio [N — Ty ' T ),
QN =CH (T-_ — M+ Ty [M —T) ' Ty ),
QN =CH (T +T-o [N — Too] ' Tooy) -

The (4, j)th element of the matrix [\ — Tyo] ™' is the expected amount of the time that
a (defective) CTMC with generator Ty, and phases Sy spends in state j before either
exiting Sp or an exponential random variable with rate A occurs, whichever is first, given
it started in phase i. An interpretation for Q,,,»(\) also exists. Consider a (defective)

CTMC, {M(t)}i>0, with phases S,, U S,0 and generator

CT;Llem C,;Lle()
TOm TOO

Given the phase process of the fluid queue, {p(t)}, starts in S,, U Sjo, then {M(t)} is
the same as {¢(t)} up to the first time it leaves S,,, U S0 at which time {M(¢)} is killed.
Now let {M\(t)} be {M(t)} observed when it is in states S,, only. Then Q,,,(0) is the
generator of {]\/4\ (1)} {]\/4\ (t)} is also a killed process as it must be killed at or before the

fThroughout this chapter we take Laplace transforms with respect to the time variable only. When-
ever we say Laplace transform we actually mean Laplace transform with respect to the time variable.



5.3. Laplace transforms of the distributions before 1, 103

time that {M(¢)} is killed. Further, in addition to the possibility of {M(¢)} being killed
at the first time it leaves S,,, U Sp, if we also allow {M(¢)} to be killed after a random
time with an exponential distribution with rate A, then @Q,,»()) is the generator of the
killed process observed only in phases in S,,.

Also define the matrix functions

H™(\2) = 5T\ 2)], 5, esius,, = €47 [CT Quo(V)], (5.29)
H(\2) = [hy (AN o)] s es us =W [CZt Q_y(V)], (5.30)
HY"(\z) = [hf;~ ()\,:c)Les+ es. = = QN (), (5.31)
H "\ z) = [h;"(\ )], =eQ--Neg_ (N, (5.32)

for z, A\ > 0. The function h;;Jr(/\,x) (hi;~ (A, z)) is the Laplace transform of the time
taken for the fluid level to shift by an amount x whilst remaining in phases in §; U Sy
(S_US_p), given the phase was initially i € S, (i € S_) (Bean et al. 2005b). The function
hii~ (A ) (hi;" (A, 2)) is the Laplace transform of the time taken for the fluid level, {X(t)}
to shift by an amount = whilst remaining in phases in S, U Sy (S_ US_y), after which
time the phase instantaneously changes to j € S_ (S4), given the phase was initially
i €S, (S-) (Bean et al. 20050).
Consider taking the Laplace transform of (5.21);

/OO
t=0

Throughout, we use the hat " notation to denote Laplace transforms. The following lemma
gives expressions for (5.33).

—At, Lo

Nm++<t>('7j§x0;i) dt = (5.33)

ﬁﬁ%,+,+(>‘)<'aj§x07i)

Lemma 5.4. Forl{, € K°, i€ Sy, j € SE US40, x,20 € Dy, and X > 0,
1’y + (M) (da, j; mo,4) = hi (A, @ — m0)1(z > xp) du,

and for m > 0,

A—(z0—Ye,)
A (o i) = [ e H™(\ A — (20 — ) — 1)
xr1=0
m—1 A—Zor_1 A—zop
[H / H_+()‘a A — Loy — er—l) deT—l / A ()\7 A — Tor41 — er) der
r=1 Y z2r=0 22,41=0
A—xom—1
/ H™ (A A = w91 — 2om) dZom 1 H (A A = 295 — (Yo 1 — 7)€
Tom=0

1(A — Xom —

(Ypgs1 — x) > 0) dzgy, dz.

(5.34)
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Yoo+1 +----------- T ***********************
T
)
21 J
Zo -/ - X9
To — Yey l
Yo, L : i
0o 01 02 t

Figure 5.2: A sample path contributing to the integrand of the Laplace transform (5.35)
for fixed z1, 9. 21 = A — 21 — (T — yy,), 20 = A — 29 — 7.

Proof. First consider m = 0. In this case there are no change of phase from &, U S,
to S_ and x > z( as the fluid level is non-decreasing. In fact, ﬁfg’+,+()\)(dx,j;a:0,z’) is
just the Laplace transform of the time taken for the fluid level to increase by x — xg and
hence, by the physical interpretation of (5.29), we have

1y + (N (da, j; m,4) = hiiT (A, 2 — @) 1(z > 20) da.

Now consider m > 0 and suppose, for simplicity, that ¢y = 0 so y,, = 0, Y41 = A,
and xg,z € [0,A). Sample paths which contribute to ﬁg‘f+7+()\)(d:c,j; xo,1) have m up-
down and m down-up transitions. Suppose, for now, that the nth up-down transition,
n=1,2,...,m, occurs when the fluid level is at A —x9, 1 € (2, 2, A) and the nth down-
up transition, n = 1,2, ...,m, occurs when the level is at z3, € (0,22, 1). Figure 5.2
shows an example of such a sample path.

The distance travelled by the fluid level between the (n — 1)th down-up and nth up-
down transitions is therefore 25,1 = A — 29,1 — T3(,—1). Upon the fluid level hitting
A — x5, 1 the phase instantaneously changes from a phase in S, US o to a phase in S_.
The Laplace transform of the time taken for the fluid level to travel z3,_; while remaining
in phases in S, U S, and then instantaneously transitioning to S_ upon the fluid level
hitting A — x9,_1 in phase j, given the phase started in 4, is exactly the (7, j)th element
of H*7 (X, z2,_1).

Likewise, the distance travelled by the fluid level between the nth up-down and nth
down-up transition is zs, = A — Z2,_1 — T2, and upon the fluid level hitting A — 5,1 the
phase instantaneously changes from a phase in S, U 8,9 to a phase in S_. The Laplace
transform of the time taken for the fluid level to travel zy, while remaining in phases in
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S_US_y and then instantaneously transitioning to S, upon the fluid level hitting x5, in
phase j, given the phase started in 4, is exactly the (7, j)th element of H ™ (), 29,).

After the mth down-up transition the phase remains in Sy U Sy until the fluid level
hits . The mth down-up transition occurs at xs,,, hence, the distance travelled between
the mth down-up transition until the fluid level hits z is 29,11 = * — Z2,,. The Laplace
transform of the time taken for the fluid level to travel 25,1 while remaining in phases
in S, U S o until the fluid level hits  in and does so in phase 7, given the phase started
in 7, is exactly the (i, j)th entry of HTT(\, 29,11).

Now, the total time taken for the fluid queue to do m up-down and m down-up
transitions then to hit x is the sum of the times taken between the m up-down and down-
up transition, followed by a down-up and up-down transition, plus the time after the mth
down-up transition until the level process hits x. This is a sum of random times, so the
distribution of the total time taken for the fluid queue to do m up-down and m down-up
transitions then to hit x is the convolution of the distributions of the components. By
The Convolution Theorem, the Laplace transform of the total time for the fluid queue to
do m up-down and m down-up transitions then to hit x is thus the product of the Laplace
transforms of the time to do m up-down and m down-up transitions then to hit . That
is, the Laplace transform of the total time for the fluid queue to do m up-down and m
down-up transitions then to hit x and to do so in phase j, given it started in phase 7, is

m—1
e H (A A — (20 — yg,) — 1) [H H ™" (A\A =29 — m9p 1 )JH (N A — 29041 — $2r)]

r=1
H_+()\, A — Tom—1 — ZEQm)H++()\, A — Tom — (yg0+1 — x))e;
Upon translating the argument above to any level ¢, and upon integrating over all
possible values of x1, xs, ..., Ta,,, then we have shown

A—(wo —Yeq )

ﬁfg,+,+()‘)(dx7j; Zo, Z) - / eiH+_(/\7 A — (‘IO - yfo) - 1’1)

x1=0

T274+1=0

m—1 A—xor_1 A—zay
/ H (A A — 29, — 29,1) dag,1 / H™ (A A — 29,41 — x2,) daa,

A—z2m—1
/ H_+()\, A = oy 1 — Tom) d$2m—1H++()\, A — Tom — (Yog41 — x))e;-

LA — 29 — (Ygg+1 — x) > 0) dagy, do (5.35)
for m > 1. O

Analogously, we can write down similar expressions for the Laplace transforms of
(5.21)-(5.24) (omitted).
The case where the phase starts in k € Sy is a direct corollary of Lemma 5.4
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Corollary 5.5. For ly e K°, r € {+,—}, k€ Sp, i € S, US,0, 2,29 € Dy,, and m > 0,

~ . -1 ~ . .
/,Lfgor()\>(d$,j;$o, k) = E E €L [)‘I - TOO} TOi/Lfg_Fl(q?gT)’q’r()\)(dxa];xmZ)'
q€{+,*} iesq

(5.36)

Proof. The result follows from Lemma 5.4 by taking the Laplace transform of, and then
applying The Convolution Theorem to, the expression in (5.28). ]

Having derived expressions for the fluid queue, we now turn our attention to the
QBD-RAP. Consider the Laplace transforms

| O i o) dt = T (N (o, i), (5:37)
t=0
q,r € {+,—}, where we use /Zé),’q(ﬁ«)()\)(x J;xo,1) to denote the Laplace transform of

fﬁfé (t)(z, 7; xo,7). The following lemma gives expressions for (5.37).

Lemma 5.6. For {y € K,q,r € {+,—},i € Sy, j € 5 US0, 2,20 € Dy, m > 0 and
A>0,

oo [e.e]
N4 . .
m,+,+ s J s 40 - % 44\ Ly ey A2m4] !
Fro®) (A (, j; 20, %) e, M, (\x x )€]
x1=0 ;tgm+1:0

X ag?)l( 0)N2m+1,(p) (/\7 L1y .. ,x2m+1)vé§?j(1) dlL‘Qm_H Ce dlL‘l,
o, ) . o m
fn»?+(11),)7,+()‘)(xa]; T, 1) = / " / ez‘M_fl(/\, Ly 7$2m+2)€;
z1=0 ZTam+2=0
X a%)l( 0)N2m+2,(p) (/\7 L1y .- ,x2m+2)véf?j(x) dI2m+2 . dIl,
o, . . o m
fng+(11),)+,—()‘)<$aj§ T, 1) = / " / eiM+j1()\7 P 7$2m+2)€;
z1=0 T2m—+2=0
X a’ﬁ z( )N2m+1 (/\ X1y - - ,$2m+1)vé0p?j(x) dromqs ... day,
N
f S)—( Z’ j ZL’Q, / / ez (>\ xla"'7$2m+1>e;’
z1=0 T2m+1— =0
X az z( )N2m+1 (/\ L1y .- ,x2m+1)vé§?j(x) dl’2m+1 . d.ﬁ(:l,
where
M (N2, Tamg) = H H™ (N wor 1 )H (A, o) HTT (N, 29m11),
r=1

m

M:n_:_l()\a Ty -- 7x2m+2) = H H_+(/\7 IQr—l)H+_()\7 3327‘)H_+()\a x2m+1)H++()\a x2m+2)7

r=1
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MT,H(/\, Ty .o, Toma2) = H HY (N zg—1)H (N 2o ) H ™ (N, Zomi1) H™ ™ (N, Z2m2),

r=1

M™ (N z1,. . Tamgr) = H H ™ (A wop ) H ™ (N, 29,) H ™ (X, Tomy1),
r=1
form >0, and

n—1
Nn7(P)(>\’ T, .. 7$n) — H eS(P)xTD(p)eS(P):cn’

r=1
forn > 1. By convention, we take a product over an empty set to be 1.

Proof. Consider /ijr(f?_7+()\)(x,j;xo,i). First, notice that the integrals in (5.9) are con-
volutions. Hence, by repeated application of The Convolution Theorem, the Laplace
transform of (5.9) is

o, . .
Fro® (N (@, §; 0, 1)

= (e; ® a.(z0)) / e BEh dtlBﬂfz / e M2eBEt: dtQB@r
t1=0

Lo,i
to=0

o ®) > »)
5 / ¢ Nan Bt 4y, BP) / NP (¢ ol (@) (5.38)
t t=0

2m =0

Analogous expressions can be computed for the Laplace transforms of (5.10)-(5.12).
In Corollary F.3 in Appendix F, we show that

oo
(p)
_)\t B, L’"Lt b
[Lyi$ml Opisinlxplsol] / e Mt dtBY)
t=0

= / Hmn()\, x) &® €S(p)xD(p) dx [Ip‘gﬂ 0p|3n‘><p‘50|} s (5.39)

=0

for m,n € {4+, —}, m # n. Before we can apply this result, observe that, since i € S, , we
can write the initial vector in (5.38) as

(ei)lx\3+US+o\ ® aéﬁ?i(x()) = [(ei)1><|5+\ 01><|5+0|] ® ag?i(xw
= [(ei)lx\«m @ a?,(xo) 01><P|'5+0\]
= ((e)1x15,] @ @i (0)) [Tiss) Opiss xplsiol] - (5.40)

where the sizes of the vectors (e;) and 0 are explicit in their subscripts. With this
observation, applying (5.39) to the first integral in (5.38) transforms the expression to

(e: ® al”) (o)) / (H* (o) @ S D) doy [Lys | Oys_ s
x1=0
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/Oo oMz Bt th@ ‘ “/OO o~ Mom B tam dtgmB(,pJ)r /OO ~xt BULt 4y
to=0 tom=0 t=0
(e 2ol (;z:)> . (5.41)

We may now apply (5.39) to the second integral, after which we can apply (5.39) to the
third integral and so on. Ultimately, after applying (5.39) to all the integrals in (5.38),
we get

el ([ T 0 D0 )
xr1=0

m—1 )

r—= 5227':0

H+_()\, $2T+1) ® 6S(P)1;2r+1D(P) d$2r+1) ]

=1
/1'2r+l:0

( H_+(/\7 'TQm) X €S<p)x2mD(p) d332m)
x9m=0

/ (O, 2omaq) ® €57 22 dxzm_H) <e;- ® Ué?ﬂx))
Z2m+1=0

/ / e M (N ... $2m+1)e
z1=0 Zom+1=0

x @l (wo) N LO (N 2y m2m+1)v§0)J( ) d@omi . .. das, (5.42)

by the Mixed Product Rule (Appendix F).

The arguments for ]/”ijq(ﬁ)(k)(:c,j; xo,1), q,r € {+,—}, for the cases with ¢ and r not
both + are analogous and are omitted. O]

The relation (5.39) is key to the analysis. It allows us to factorise the integrand of the
Laplace transform (5.42) into one factor related solely to the orbit process {A®(¢)},

al (zo) N*™ O (N 21, . 2o )0 (2)
and another factor related solely to the fluid queue,
e M (N x,... ,meH)e;.
The next result extends Lemma 5.6 to cases where the initial phase is in Sp.

Corollary 5.7. For k € S(’f’*, q,r € {+,—}, and m >0,

J%),O,r()‘)(‘r j 370, Z Zek )‘I TOO TOlfm+1(q7ér)qr()\)(maj;xmi)' (543>
ge{+,—} €S,
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Proof. The result follows from Lemma 5.6 after taking the Laplace transform of, and then
applying The Convolution Theorem to, the expression (5.14). O

In Section 5.4 we establish that mq(r)()\)(x,j;xo,k) de — s (A (dz, j; 20, k), q €
{+,—,0}, 7 € {+,—}. To do so we use the fact that the functions /(A z), h{; (A, z),
¢re{+—}1ieS,jeS USand A > 0 satisfy Assumptions 5.1 as functions of z.
To this end, we observe bounds, which follow from the stochastic interpretation of the
functions. Let ¢y, = minses us, |¢;| and recall that we fix A € R,A > 0. For all A > 0,
there is some 0 < G < oo such that, for ¢,r € {4+, -}, ¢ # r,

0 < hfl(A )
0 < hi; (A )

ax{1l/cmin, 1} <G, i€ 8,,j€S,USp,

<m
< max Q4 (0)],, <G, i€8,j €S

Furthermore, there exists some 0 < G < oo such that,

~

/ hif (N, o) da < / hi(0,x) dx = [ Q. 0)71C, —Qqq(O)_quo(O)Lj <@,
=0

/_0 hi (A x)dx < . i (0,2)dz = [-Qq(0)'Qq(0)],, < G.
Moreover, since A{{(X,x) and A (A, z), are matrix exponential functions with exponent
which is a sub-generator matrix, then for every A > 0, hf{(\,z) and hj (), ) is Lipschitz
continuous with respect to z on x € [0, 00). Therefore, there exists some 0 < L < 0o such
that |hf(X, z) — h{(\,y)| < L|z — y| and |hZ (X, z) — hE (A, y)| < Llz —y.

5.4 Convergence on a fixed number of up-down /down-
up transitions before 7

The main result of this chapter is the following theorem.

Theorem 5.8. Let ¢ : R — R, be bounded, || < F. Asp — oo, form > 1, q €
{+,—,0},r € {+,-}, and form =0, ¢ =0, r € {+,—}, and form =0, ¢ = r,
q,r € {+,—}, then

/ f}f}é?@\)(%];ﬂ?oakﬁ/}@) de — ﬁfg,q,r(A)<dx7j;x0>k)w(x)' (544)
IE'D[O

ZE’D(O

The proof of Theorem 5.8 is at the end of this section. It is the result of numerous other
sub-results, which we now proceed to show. Notice that the convergence in Theorem 5.8
is weak as we integrate the spatial variable, x, against test functions ¢. This is necessary
due to the discontinuity at x = xg in terms with m = 0.
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Let A = E[Z] be the mean of the matrix exponential random variable, Z. The con-
vergence results rely on the fact that integrating a function, g say, against the density
function of a matrix exponential random variable conditional on the ME-life-time surviv-
ing until some time u < A —¢, approximates integrating said function against a Kronecker
delta situated at A — u, provided the variance of the ME is sufficiently low.

The next result is used to prove convergence on the event that there are no up-down
or down-up transitions before the first orbit restart epoch, 7.

Lemma 5.9. Let ¢ : [0, A) — R be bounded, 1(x) < F. Then, for xg € Dy, © € Dy, ;,
gO EICO; >‘>O; qe {+7_};

/ Foo® () (, s o, 1) (2 — yg,) Az — / . (N)(d, i xo, 8 (e — ye,)
LL’E'DZOJ'

LUE’D[OJ
(R(”Q +e >G) F, (5.45)
where
A
/ Tgp)(u, v) < REf% — 0,
v=0
) — Var (Z(p))1/3 7
and

|hij| < G,
where P (u, v) and R(p2 are as in Properties 5.2, and |h{]| is defined in (5.29)-(5.50).
Proof. Let us write xo = yy, + u, for u € [0, A). Recalling

%) (p) S(p)(u—l—xl)
a'Pe
v(p).(:t)h;;+()\, x1) dzy,

eO »J

Yo, . .
TP () w, s o + 0, 6) = /

1:0 a(p)eS(P)ue

and
1ty + (N)(dv, Js ey + u,i) = b A —u—2)1(u+ 2 < A)do,

then (5.45) is equal to

S<p) (utz1) ®)
/ / 'Uzg,j (37)h33+()\7 r1) dryp(x — yg,) do
:EEDZO jJz

—/D hit VA —u — 2)1(A —u— 2> 0)Y(x — yp) do
xe 00,3
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S /
mEIDZOJ

—hiT A —u—2)l(u+x < A)

o SVt
§/ / —v," (x )h:;*()\,xl)dxl
zG'DgO,]- x1=0

S(p)ue vfo N

o (p) oSV (utm1)

a'Ple

/ 0 Wvéﬁ?j(x)hjj+(}\’ xl) dz,
Tr1=

Fdz

a(P)e
—hiTNA—u—2)l(u+x <A —¢)|Fde
+/ |h++)\A—u—x)l(A—sgu+x<A)‘Fdx, (5.46)
(EG'D@OJ

by the triangle inequality and since 1 is bounded. By Property 5.2(vi), then

S(p) (utz1)
| / P)es(”>“e o (2)h5H (N 21) doy — BT OVA —u—2)l(u+ 2 < A —¢)|de

< fro(u, z)] - (5.47)

Hence, (5.46) is less than or equal to

/ \rgp)(u,x)|Fdx+/ }h++)\A—u—x)l(A—5§u+a:<A)‘Fdx
CEGD(OJ

:EGDZO j

< RY)F + eGF,

since |h;"| < G. Thus, we have shown (5.45) for ¢ = +.
Using analogous arguments we can show (5.45) for ¢ = —. O]

Upon choosing £® = Var(Z®)!/3 then the bounds in (5.45) tend to 0.

Next, we proceed to show results needed to prove convergence on the event that there
are one or more up-down or down-up transitions before the first orbit restart epoch. We
wish to demonstrate convergence of expressions of the form

Wy (xo, T)

0o n—1 fe’e) 00
— / g (xl)k:(a:o)esxl dzD [H/ gk(:lck)esx’c d:ka] / gn(xn)esx" dz,v(x),
xr1=0 T

k=2 #x=0 n=0

(5.48)

where n > 2, v(z) is a closing operator with the Properties 5.2, {gx} are functions
satisfying Assumptions 5.1 and k(zo) = aeS™ /aecS5™e.
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We now introduce some notation we will use in the sequel. Define the column vectors

Lo 1o (ur) [H/ o) €57 dng]/ g ()5 dayeSte s (5.49)
Tg

=0

for m,k € {1,2,...}, m < k, where a product over an empty set is equal to 1. Notice
that Z,, x(ug) can be written as

o0
Im,k(uk) = / gm<1’m)65$m dmeIm—I—l,k(uk)' (550)
Tm=0
Define the row vectors
Suy
ae
_ Sy,
Tt g1 (Uky Tp1) = ng(ka)aeS“kee i (5.51)
and
aeS’uk s n—1 00 s
Tht 10Uk Tpp1) = gk+1<xk+1)a65uke€ 1D H /I Y G (L) day D
m=k-+2 m
></ Gn ()%™ d,, (5.52)
=0

for k,n € {0,1,2,...}, K+ 1 < n. The vectors Jyi1n(ux, Tx+1) can also be written
recursively,

Tt 10 (W, Thy1) = Tirrno1(Up, Tpr1) D Gn ()5 da,. (5.53)
=0
b aeSu
Also define D(b) = / eSs 5. du.
e le

0
We prove that (5.48) converges by writing it as

/000 gl(xl)k:(:co)eszl dz1D(A —¢) [H /OO gk(xk)es’”’“ dzy D(A —¢)

k=2 k=0

X / gn(xn)esx" dz,v(x) + Z/

n=0 Tk41= =0

/OOA k(20)Z1 e (uk) Tis1,n (Uk, Trgr)0(2).
(5.54)

We show that each of the terms in the last summation in (5.54) is bounded by something
which can be made arbitrarily small upon choosing the variance of the distribution (e, S)
to be sufficiently small. Then we show that the difference between the first term in (5.54)
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and the corresponding expression for the fluid queue is also bounded by something which

can be made arbitrarily small. The decomposition in (5.54) is advantageous since in the

A—e Su
ae

first term, the matrices D(A —¢) are the integrals s “s——5—du, so the variable of
_ aeSve

integration never exceeds A —e. As a result, we can use Chebyshev’s inequality to bound

the denominator in the integrand of D(A — ¢) near 1.

Our next result shows a bound for the terms in the last summation in (5.54).

Recall the row vector function k(z) : [0,00) — A C R?,

aeSac

k = .
(7) aeSte

Corollary 5.10. Let g1, 92, - .., be functions satisfying the Assumptions 5.1 and let v(x)
be a closing operator with the Properties 5.2, then, for k,n € {1,2,...}, k+1 <nmn,

/ / k(x0)Zy 1 (uk) Tt1,0 Uk, Ttr1)v(2)
$k+1:0 uszfe

L ((25 + Var—(Z)> G*G" G, + G@"év> =:|ri(n)]. (5.55)

— aeSre €

The structure of the proof is as follows. First, recall that we can decompose v(z) =
w(z) + w(z), by Property 5.2(7), hence we can decompose the left-hand side of (5.55)
into

/ / k(z0)Z1 i (wi) Trt1,n (W, Togr)w ()
Tp41=0 Jup=~A—¢

+/ / k(xo)ILk(uk)ij,n(uk,xkﬂ)’lﬂ(x). (556)
xk+1=0 uk:A—a

Next, we bound k(zo)Zy k(ux) and Jgi1n(uk, Trr1)w(z). With these two bounds we can
derive a bound for the first term in (5.56). A bound on the second term of (5.56) follows
from the bound on k(z¢)Z; ,—1(us—1) along with Properties 5.2(ii) and 5.2(éii) of w.

Proof. Step 1: Show the bound

K (0) Tk (ug,) < GG oS re. (5.57)

aeSve

aeSu

du and substitute it into the left-hand side

Recall the definition of D = / eSts
u=0
of (5.57),

aeSte

k(zo)Zy k(ux) = k(xo) /O: g1(21)e5™ dzy DTy 4 (us)

x1=0
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o) 0o aeSul
= k(mo)/ g1 (z1)eS™ d:z:l/ S s dus Zy g (uyg). (5.58)
x1=0 =

S
w1 =0 ae”lle

Since |g1| < G, then (5.58) is less than or equal to

[e's] o9 aeSu1
k:(a:o) / O GeSt dr; / O esulsaesule dullg,k (uk) (559)
XT1= U=

Computing the integral with respect to z; in (5.59) gives

0o aeSul

Gh(z0)(— )" / S g

u1=0

aesul e dullzk (uk)

G o0 aeS™
= / aeS@tule durTo i (uy), (5.60)

S S
ae’®e J, o ae”le

since (—8)~! and % commute, s = —Se and 5t = 55t Since aed@tile <
aeSe, then (5.60) is less than or equal to

1 o0 aeS™ 1 =
/ aeSme du112,k(uk) =G / aesm dUIIQ,k(uk)’

aeSTe 0 acStie aeSte

U= u1=0

where we have cancelled the terms ae®*“ e on the numerator and denominator.*
1 Sz

Now integrate with respect to u; and use the facts that (=S)~! and e®* commute,
and s = —Se, to get
a(—8) Ty i(u 5.61
eSe (=8)" Tox(ur) (5.61)
1 oo [e's) aeSug
=G a(—8)™! T9)e % dx / eSi2g dusZs . (u
s [ oo ey [ S 2 T o)
1 00 0o aeSuz
=G ae®7 d Su2e duyTs 1, (u 5.62
aeser/xFO g2(x0) e T /uz:oe SoSing (U2 3.k (Ur) (5.62)
Since aeS*2e%"2e < aeS*2e, then (5.62) is less than or equal to
1 ] ) aeSug
o) dx aeSe dusZs 1. (u
O4655606/362:092( 2) 2/u2:0 eSuze 2 3.k (uk)
1 o0 oo
=G o) dx aeSe duy Ty (u), 5.63
e | ) [ T () (5.63)

¥The cancellation of terms is important as, for u; > A, then a®eS" e hecomes small as p — 0.
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where we have caorécelled the terms aeS"2e on the numerator and denominator.$

Now, since Ga(x2) dy < @, then (5.63) is less than or equal to
x2=0
0t G acsduT — Gt Ga(-85)'T
acSre / ore™ dupTy(up) = G g G =)™ To(un). (5.64)

Repeating the arguments which got us from (5.61) to (5.64) another k — 2 times gives the
result.
Step 2: Show the bound

Tt (U, Tri ) w0 (2) < g1 (201) G 2GG,,. (5.65)

The argument is much the same as that we used to bound (5.57).
Starting with the left-hand side, upon substituting D,

Tiet1,0 (U, Tpogr )w ()
- jk+1,n—1(uk7 xk—i—l)D gn(xn)eszn dxn'w(x)
rn,=0

aeSun_l 00
= Tt 1n-1 (U, Try1) % tg————du,y n(0) e dz,w(x)
Stp_1
un71:0 Qe n—le L5 =0

0o aeSun_l oo

< jkﬂ,nl(uk,xkﬂ)/ eS“”‘lsTldun,l GeSn dz,w(zx), (5.66)
Up—1=0 ae~"rle xn,=0

since |g,| < G. By Property 5.2(iv) of w(z), aeSun-1 / Smaw(x) dx, < aeS'leG,,
=0
hence (5.66) is less than or equal to

R aeSin-1e

Sun_
ijrl,nl(ukakarl)/ e?r s ——e——du,_1GG,

Sty
Un—1=0 ae”Un-le
oo

= Tit1n-1(Uk, Tpr1) / eSt=1g du,_1GG,y (5.67)

Up—1=0

where the terms ae®“—1e cancel from the numerator and denominator.!

$As I mentioned in the previous footnote, this is important as, for u; > A, then a(P)eS “ur e becomes

small as p — co. Deriving a bound in such a way that this cancellation occurs is one of the main challenges
with this proof — in retrospect it is somewhat obvious once we accept that g; is bounded and gi, k > 1,
are integrable.

TOnce again, this cancellation is important. In this case Property 5.2(iv) of w(zx) and that g, is
bounded are key the deriving an expression where this term cancels.
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Computing the integral with respect to u,_; in (5.67), gives

[o¢] aesu7“2

— Sun_2
) ) — n— — e _
Tit1n-1(Uk, Tr11)eGGy = Tiy1m 2(Uk,$k+1)/ e §—2- dty,—o
S aeSin-z2e

X / gn_l(xn_l)esx”‘l dz,_1eGG,. (5.68)

n—1=0

Since ae@n-1tun-2)e < qeSUn-2)e then (5.68) is less than or equal to

o0 s aeSin-2¢ o0
.7k+1,n2(uk,$k+1)/ e “nzs—dung/ gn71($n71)d$n—1GGv
X

Stp—
Up—2=0 e tn ‘e n—1=0

= Thr1,n—2(Ur, Thy1) / %25 duy s / In-1(Tn-1) Az, 1GGy (5.69)

Up—2=0 n—1=0
[e.e]

where aeS%n-2e cancels in the numerator and denominator.l Since / Gz, drp_1 <

Tp—1=0

G, then (5.69) is less than or equal to

o0 A~ A

jk+1,n_2(uk, $k+1) / GSU"’QS dun_gGGGv = jk+1,n_2(uk, :L’k_,_l)eGGGv. (5.70)
Up—2=0

This is of the same form as the left-hand side of (5.68), hence repeating the same arguments
which took us from (5.68) to (5.70) another n — k — 3 more times gives

.7k+1,n(Uk, Trp)w(z) < jk+1,k+1(uk, xkﬂ)e@n—kszGv
aeSWktTrg)

eG"F2Ga,

= Gr+1(Tr41) St e

< g (k)G GG,

Step 3: Combine the bounds on k(x¢)Zy k(uk) and Jii1n(Uk, Trr1)w(z) to bound the
first term in (5.56).

First consider k£ + 1 < n. With the bounds (5.57) and (5.65), the first term of (5.56)
is less than or equal to

oo o
~k—1 Su An—k—2
GG / / ae” ' egy i1 (Tpe) dug dog 1 G GG,
:Dk+1:0 uk:A—e

aeSre
1 ~ o ~
< aesxOQGGk_l/ ac”r e du, GG FAGG,. (5.71)
up=A—¢

ITn this case the fact that the g are integrable helps us cancel these terms.
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Now, observe that

00 A+e 00
/ aeSeduy, = / P(Z > uy) dug —|—/ P(Z > uy) dug
up=A—¢ up=A—¢ A+e

- /A+s 4 N /oo Var(Z) q
u ——=Aadu
a up=A—¢ : up=A+e (uk - A)2 :

Var(Z
=2+ arg( ), (5.72)

where in the second integrand we have used Chebyshev’s inequality to bound the tail
probability,

Var(Z)

P(Z > <P(|Z-A|> A< —
(2> w) <P(Z— Al > e - A) € 20

for up > A + e. Hence, (5.71) is less than or equal to

1 Var(2)\ ~
GG (25 + M) Grk1GG,.

aeSTe €

Now consider k + 1 = n. By the bound (5.57), the first term of (5.56),

aesun 1

(20)Z1n—1(Un—1)gn(Tn) —o—— Sm”'w(x) (5.73)
/x,m_o/uk ae o ' aeSin-1e

aeSuetTiyn)

< GG* 1/ / acSte x ——w(x)dug dxr ;. (5.74
N 65’:1:06 Tp41=0 Jup=A—¢ gk+1( k+1) aeStre ( ) ’ e ( )

Since gry1 < G, and upon integrating over zy. 1, then (5.74) is less than or equal to

— GG / e (—8) rw(z) duy < G2GF! / ac®teGy duy,

(5.75)

Sacoe

where we have used Property 5.2(iv) to get the upper bound on the right-hand side of
(5.75). Using (5.72) again, then (5.75) is less than or equal to

Var(Z))

GG GG, (25 + (5.76)

aeStoe

Thus, we have shown the desired bound.

Step 4: Bound the second term in (5.56).
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To bound the second term in (5.56) we instead bound

/ / Jo(0) Ta s (1) T (11, T2 )85 2)
Tp4+1=0 Jup=0

/w /wz <>“esu/°° (20)e5 ey (2) (5.77)
= 1) —g— gn Ty )" " AT, w (T .
Tp4+1=0 Ju=0 aeS e zn=0

which is the same as the second term in (5.56) except that in (5.77) the integral with
respect to uy is over a larger interval. Using the bound in (5.57), then (5.77) is less than
or equal to

1 N o9 aeSu oS

GG} aeSe du gn(2)e5% da,w ().
Sxg Su

aeSme w0 aeSte =0

Integrating over u gives

G@”la(—S)lf Gn(x,)e5 da,w(x)

aeSte —0
n

[e.e]

Gén_la(—S)_l/ gn () dz,w(z),

xn=0

<
— aeSre

where the inequality holds by Property 5.2(ii). Integrating over x,,, gives

~ 1 ~ o~
GG "a(—S) 'w(z) = GG"G,, (5.78)

aeSte

aeSte

by Property 5.2(ii1).
Combining all the bounds proves the result. O]

Next we wish to prove a bound on the difference between the first term in (5.54) and
95 n(20, 7), where we define

A—xq
Salana) = [ ou(A = ur = an)gh un, ) dun, (5.79)
u1=0
and
A—uq A—up_o
g;,n(ula T) = / 92(A —uy —up)duy . ... / In-1(A = Up1 — Up—2) du, 2
u2=0 Up—1=0
In(A — 2 —up 1) 1A — 2 —up_q > 0)duy,_g. (5.80)

The expression g;,, has the same functional form as 72, .(A) in (5.35) except, where in

gi , the functions gi, ..., g, are scalar functions, in (5.35) they are the matrix-functions
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H™ (), z), m,n € {+,—}. Therefore, the functions 7i¢, (\) can be written as a linear

n)q’/r'
combination of terms with the form g7 ,. Hence, by bounding g7, we also establish a

bound for fifo_ . (\).

n7q77’,
To establish a bound on g7, we first establish a bound on the difference between the

first term in (5.54) and the expression

A_E_IO A—e—uy
9?2(5’507 T) = / G1(A —uy — $o)/ 92(A — uy — up) duy

1=0 ug=0
A—e—Up_2
. / gn—l(A — Up—1 — un—2) dun—29n(A i Un—1)1(A — T = Uy 2 5)'
Up—1=0
(5.81)

We then establish a bound on the difference between gy, (20, x) and g (w0, z) which can
be made arbitrarily small by choosing ¢ sufficiently small.
Recall that the first term in (5.54) looks like

/OO g1(x1)k(20)e5* dzy D(A — ¢) [H /OO gi(z)e5% dapy D(A — €)

1=0 k=2 zk:O

X/OO Gn ()5 da,v () (5.82)

n=0

A—¢ aeSu
which, upon substituting D(A —¢) = / eSts du, can be written as
u

-0 aeSte
A—e oo S(xzo+z1+u1) -1 A—e oo S(ug—1+zr+tug)
ae S ae s
z1) dz xp) da, dug_
/u1=0 /xl:o eStoe 91( 1) 1 lll/uk: /mk:o St e gk;( k) kAU 1]
00 aeS(un,1+mn)
x/ ————v(2)gn(x,) Az, duy, 1. (5.83)

n
k 0
_o aeSun-ie
n

The last integral in (5.83) (with respect to z,) is close to ¢,(A — z — u,_1) by Prop-
erty 5.2(vi).
Also, appearing in (5.83) are integrals of the form

0 aes(u271+xé+ui)s
/ gg(.’l:‘g) d$g. (584)
xp=0

aeSu-1e

Intuitively, if the variance of Z is sufficiently small and A is the expected value of Z, then
the distribution of Z will be concentrated around A and the integral in (5.84) should be
approximately equal to go(A — up — up_1), provided uy_; < A —e. Our first step towards
showing a bound for the difference between the first term in (5.54) and the expression
91 (2o, ) is to prove this intuition. We start with a result about with a simpler integral
than that in (5.84), from which the result we require follows as a corollary.
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Lemma 5.11. Let g be a function satisfying Assumptions 5.1, then, for u < A — ¢,

/ g(2) aeSTTsdr = g (A — u) + 1o, (5.85)
=0
where
Var (Z)
Iro| < 2G > +2Le.

The proof follows closely that of (Horvath, Horvath & Telek 2020, Appendix A, The-
orem 4). The idea of the proof is to recognise that (assuming the variance of Z is small)
the largest contribution to the integral on the left-hand side of (5.85) will come from
integrating over the interval x € (A —u — ¢, A —u + ¢£). Since g is non-negative and
bounded, then the rest of the integral is bounded by

/ GaeS™tgdr
z€[0,00) ’
¢ (A—u—e,A—u+te)

which can be shown to be small by Chebyshev’s inequality provided the variance of Z is
small.

Proof. With a change of variables,

/ g(z) ae® s dr — g (A —u)

0
/ g(z—u) ae’sdr — g (A —u)

=u

:‘/ g($—u)aesxsd$—/ g(A —u)aeSTsdr — g (A — u) (1—0465“6) )

By the triangle inequality this is less than or equal to

+ ’g(A—u) (1- aesue)‘

/OO (g(x—u) —g(A—u) aesdr

=Uu

_|_

/°° (g(x—u) —g(A—u)aesdxr

=u

/ g (A —u) aeS"sdx
=0

< d; +dy

where

dy = + / _8(g(x—u)—g(A—u))aesxsd$

=Uu

/ g (A —u) aeS"sdx
=0
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+

Y

/OOA+ (g(z —u) — g (A —u)) ae’sdx

dy = )

/:Ai (g(z —u) — g (A —u))ae"sdz

By the triangle inequality for integrals, ds is less than or equal to

A+e A+e
/ lg(x —u) — g (A —u)| e sdx < / 2Leae®"s dx
r=A—¢ r=A—¢
=2LeP(Z € (A —e,A+¢))
< 2Le,

where we have used the Lipschitz property of g from Assumption 5.1(7v) in the first line.
Applying the triangle inequality to dy,

o0

A—e
dlg/ |g(m—u)—g(A—u)]aesdex—|—/ lg(z —u) — g (A —u)|aesdx

=Uu :D:A—FE

_|_

/ g (A —u) aeS*sdx

=0

A—¢ 00 u
< 2G</ ac®sdr +/ ac®sdr —i—/ ac’s dx) =2GP(|Z — A] > ¢),
x =0

=Uu $:A+£

where the second inequality holds since |g (z) | < G. By Chebyshev’s inequality,

Var (Z
2GP (|Z — Al > ¢) <2G 2( ) (5.86)
€
Hence, there is some 75 such that
o Var(Z
/ g (z) ae®TtWsdr — g (A —u)| = |ry] < 2G g )+2L5,
=0 9
and this completes the proof. O]

Corollary 5.12. Let g be a function satisfying the Assumptions 5.1. For u < A — ¢,
v >0,

e aeS(z-‘,—u—i—v)S
/ Wg(x)dng(A—u—v)l(u+v§A—5)+r3(u+v), (5.87)
x=0
where
3Go+2Le u+v<A—¢,
75 (u + v)| < G u—l—ve(A—s,A—i—g),’
N )

G—— u+v>A+e.

1-6
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Var(Z)

and § = =

Proof. First consider u+v < A—e. Observe that, since u < A—e, Chebyshev’s inequality
gives

acSle =P (Z > u)
>P(Z-Al<¢)
> 1_Va]r(Z)

-2
=:1-9,

thus we have a bound for the denominator in the integrand on the left-hand side of (5.87).
Now, since 1 — § < aeS"e < 1, then

= S(z+u+v) * ST 1 - S(z+utv)
TTUTV d < - d < - TTUTV d .
/xzo ae sg(x)dx < /x:O oSy g(x)dx < 5/, ae sg(x)dx

By Lemma 5.11

00 aeS(m-ﬁ-u-ﬁ-v)s g(A oy — U) + 7y

g(x)dx < s

g(A—u—v)—l—mS/

S
=0 aerle

o aeS(z+u+v) s

Multiplying by 1 — ¢, then subtracting g(A —u —v) and adding / oSig g(x)dxd
= et
gives ’
o0 aeS(erquv)s
1-0)—g(A—u—wv)d dxzd
n =9 —gd—u=vi+ [ E gy

ooaes(erquv)s
<[ & ) de—g(A—u—
< | Fm e dr =g —u=0)

_ 9) aeS(z+u+v)S Lo
r —<._g9\X)axo.
<7ro+ /3;0 aesue g( )

The last line is bounded above by

(9) aeS(x+u+v)
ro + / — g(x)dxd < ry 4+ GO.
—0 oe’te

The first line is bounded below by

9) S(z+utv)

oe

ro(1 —=6) — g(A —u—v)d +/ g(x)dzd > re(1 —0) — g(A —u —v)d.

oo aeSte
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Therefore,

00 aeS(x-‘,—u—i—v)S
LZO Wg(ﬂ?) dz :g(A—U—U)+T3, (588)
where
Irs] < max (|ra|(1 —0) + g(A — u — v)d, |ra| + G9)
S |7‘2| + G(g
< 3Go + 2Le, (5.89)
as required.

Foru+ve (A—eg A+e),

() aeS(m—l—u—i—v)s
=0 ezt

Foru+4+v > A+¢,

/Oo aeSEtutvlg P(Z >u+wv) - Var(Z) /&

9(w)de < G—g7— 5= = OT (7)) (5:91)

o aeSte
O

The error term rép ) depends on p, as it is defined by Z® and £, but we have omitted
the superscript p here. Choosing ¢ = Var(Z®)/3 then, outside the vanishingly small

interval u € (A —c® A +®), the error term | (u)| is bounded by O <Var (Z(p))1/3>,

which tends to 0 as p — 0o. On u € (A —e® A +®)) the error term |r{ (u)| is bounded

by a constant which does not tend to 0 as p — oco. However, when we integrate a bounded

function against rép) (u), then the resulting integral tends to 0, i.e. for [¥(z)| < F, M <
M

00, / W) |rP (u)| du < FABGS®P) + 2Le) + 2GFe® + (M — A)GFS®) /(1 — §®)) =

0
@) (Var (Z(p))1/3> — 0 as p — oo. This is the context in which we apply Corollary 5.12

and thus the error bound is sufficient.
We are now in a position to prove the desired bound on the difference between the
first term in (5.54) and g7, (o, 7).

Lemma 5.13. Let g1, 9o, - . ., be functions satisfying the Assumptions 5.1 and let v(x) be
a closing operator with the Properties 5.2. Then, for n > 2,

1:[ /00 ge(zp)e® dxy | D(A =€)

k=2 k=0

/ gl(xl)k(xo)esrl dz1D(A —¢)
x1=0
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X / Gn ()5 da,v(x)
xn,=0

= g1 (20, ) +14(0) + 15(n), (5.92)

where |ry(n)| and |rs(n)| are error terms satisfying

=0 ) 0 R
|7‘4(n)] = max , &, m, v,1 ,

rs(m)] < "G,

and O(-) is the usual big-O notation.

Proof. Rewriting the left-hand side of (5.92) as in (5.83), we see that we can apply Corol-
lary 5.12 to all the integrals over x, k = 1,...,n— 1 and use Property 5.2(vi) of v(x) for

the integral over x,, to get

A—e
/ [91(A —uy — x0)1(ug + 29 < A =€) +1r3(us + 20)]
u1=0

A—¢
X / [g2<A—U2—U1)1(U2+U1 S A—€)+T3(UQ+U1)] dU1
u2=0

A—¢
. / [Gn—1(A — Uup—1 — Up—2)1(Up_1 + Up—o <A —¢) +r3(tup_1 + Up—2)] dtp_2
Up—1=0

X [gn(A = tup—1 — 2)1(tup_1 + 2 < A —¢€) + ry(up_1,2)] duy_y
= 91n(20,7) + 14(n)
where 74(n) is an error term. The leading terms of r4(n) are of the form

A—e—uq

A—e—xg
/ gl(A—Ul —LC())/ QQ(A_UQ_U1>dU/1
u1=0 us=0
A—e—up_o A—e
. / Gr—1(A — w1 — o) dug_o / r3(ug + up—1) dug_1
uk,1=0 ukZO
A—e—uy A—e—uUp_2o
X / gk+1(A — Uk41 — Uk) duy, . .. / gnfl(A — Up—1 — Uan) dtty,—o
Up41=0 Up—1=0
X gn(A —upq — ) (up_1 +x <A —e)du,_ (5.93)
or
A—e—xg A—e—uq
/ gl(A — Uy — ZL'()) / gg(A — Uy — Ul) du1
u1=0 u2=0
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A—e—Up_2
) / In-1(A — up_1 — Up_o) dtp_ory(tp_1, z) dty_1, (5.94)

n71:0

whichever is larger. Since |g¢| < G, ¢ > 1, then (5.94) and (5.93) are less than or equal to

Gk lAk 2/ / Uk+uk 1) duk duk 1Gn kAn k= 1
uk_—1=0 Jug
and
A—¢
G”_IA”_Q/ To(Up_1, ) dt,_1,

n—1=0

respectively.

Recall that we have a bound on |r3| which is piecewise constant. Breaking up the
integral of |rs| above into three intervals over which the bound is constant and using the
triangle inequality, then

/ / uk—f—uk 1)dukduk 1
up_1=0 Jug

— min(A+4e,A—etug_1)
< / / Iraaue)| dug + / )| due
up_1=0 Up=Uk_1 up=A—e

A—etup_q
‘|‘/ |7“3(Uk)| dukl(uk_l > 28)] duk_l. (595)
r=A+e

Using the piecewise upper bounds on |r3| then, in the square brackets in (5.95), the first
integral is less than or equal to

(A —e—up_1)(3GA 4+ 2Le),

the second integral is less than or equal to

A+e
/ |73 (ug)| dug < 2eG
kZA*E

and the third integral is less than or equal to

G

1= 5(uk_1 — 25)1(uk_1 > 26)

With these bounds (5.95) is less than or equal to

A—¢ 6
[/ (A —e—up_1)(3GH + 2Le) + 2¢G + G1 — (5(uk_1 —2e)1(ug—1 > 2¢) | dug_y

k—1=0



126 Chapter 5. Convergence of the QBD-RAP before the first orbit restart epoch, 1,

2 1 2 0
A*(BGH + 2Le) + 2AeG + §A G——

1—-9
O|¢d —5
7671_5 °
4]

Thus, (5.93) is, at worst, O | J, €, 15/

As for (5.94), by Property 5.2(vi),

<

N —

A—¢
/ |Tv<un—17 l’)| dun—l S R’U,l)
U

n—1=0
hence (5.94) is O(Ry1).
J
Therefore, the error term |ry(n)| = O (max {5, S Rv,1}> :

Now,

QIZZ(IO’ ZL’) - gf,n(fo, [E)

A—xq A—uy
:/ gl(A—Ul—l'O)/ g2<A—U2—U1)dU1

1=A—e—x us=A—e—u

A—up_2
. / Gn-1(A — Up—1 — Up—2) dtp—2gn (A — = — uyp_q)

n—1=A—e—Up_2

X 1(A — L — Up—1 > O) dun,1

A—zx A—uy A—up_2
S / G/ G du1 Ce / G dun,gG dun,1
u1=A—e—xg us=A—c—uq u

n—1=— A—S—’U‘n,Q
—1

where the inequality holds since |g;| are bounded. Therefore, the left-hand side of (5.92)
is equal to

9rin(To, ) + 74(n) + 75(n),
where 75(n) = gi (w0, 2) — g1 (20, 2) < "7 1G™ O

Combining the results obtained so far in this chapter we have a bound on the difference
between wy, (o, z) and gf ,(zo, ) which we state formally as the following corollary.

Corollary 5.14. Let gy, ga,..., be functions satisfying Assumptions 5.1 and let v(x),
z € [0,A), be a closing operator with Properties 5.2. Then, for n > 2, xy € [0, A),

|wn (w0, 2) = g7 (w0, 2)| < (n = D)lra(n)| + [ra(n)] + [r5(n)], (5.96)
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Proof. Substitute the expression for w,(zo,z) in (5.54) into the left-hand side of (5.96),
apply the triangle inequality and Corollary 5.10 and Lemma 5.13 to get the result. O

A direct corollary is the following.

Corollary 5.15. Let g1, go, ..., be functions satisfying Assumptions 5.1, ¢ : [0,A) — R
be bounded, || < F, and let v(x), x € [0,A), be a closing operator with Properties 5.2.
Then, forn > 2, xo € [0,A),

< ((n—1)|ri(n)| + |ra(n)| + |rs(n)]) AF.
(5.97)

/ (@0, 2 (z) — g n(0, T)p() dz

=0

Proof. The left-hand side of (5.97) is less than or equal to

A
[ Juwnlan,a) = i (o) o) (5.98)

=0

Applying Corollary 5.14, and since [¢| < F', then (5.98) is less than or equal to

/ ((n = Dri ()| + [ra(n)] + |rs(R))F dz = ((n = Dri(n)] + [ra(n)| + |rs(n)) AF

=0

which is the desired result. O

We have assumed throughout this section that the functions g and {g;} are scalar
functions, however, we are ultimately interested in expressions of the form (5.42), which
contain matrix functions. Conveniently, the matrix-function expression (5.42) can be
written as a linear combination of the scalar case. Hence, we can obtain a bound for the
matrix-function case from the scalar case, which we state in the following result.

Lemma 5.16. Let Gi(x), k € {1,2,...}, be matriz functions with dimensions Ny X N1,
and let v : [0, A) — R be bounded, || < F'. Further, suppose the scalar function [Gy(x)]:;,
ie{l,..,Ni}, 7 €{l,..., Nesa}, k€ {1,2,...} satisfy Assumptions 5.1. Then,

A 00 n—1 oo
/ G (1) ® k(20)e® D(2,) da; [H G(ry) @ e dka]
z=0 Jx1=0 o Y £k =0

G (z,) ® 5 da,v(z)(x) d

,=0

A A—xg n—1 A—ug_q
— / / Gl(A — Uy — [L’o) [H/ Gk(A — U — uk_l) duk_1]
=0 Ju1=0 u=0

k=2
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G.(A—z—u, 1)1(A—2—u,—1 >0)du,_1¢(x)dx

< ((n = Dlr ()] + [ra()] + lrs() JAF T T N, (5.99)

where the inequality is an element-wise inequality. Moreover, choosing € = Var(Z), then,
for each n, the bound (5.99) is O(Var(Z)'/3).

Proof. Consider the (i,7)th element of the integrand in the first term on the left-hand
side of (5.99)

e:G1(11) ® k(xg)e® D(zy) 1:[ Gp(xp) ® 6S”D] G(r,)e; ® ey (x)(x)
= (eiG1(71) ... Gu(2n)€}) @ (k(20)e® D .. e DeS™v(x)1(x))
= [Gi(21) ... Gulzn)], (k(20)e® D ...e5 " DeS* o (z)i(z)) (5.100)

where the first equality holds by the Mixed Product Rule and the second equality recog-
nises that the matrices which we are taking the Kronecker product of are 1z1i, i.e. scalars.
Writing the matrix products in (5.100) out explicitly as sums

A 0o e N2 N3 Nn
/ / . / MG @) D Galw)ig Y [Gulm)lin s
=0 J21=0 =0 j —1 jo=1 Jn—1=1
k(zg)e® D ...e5 1 De5 day, . .. dzyv(z)(x) dz, (5.101)

elucidates that (5.101) is a linear combination of the scalar function case in Corollary 5.15.
Applying the bound for the scalar case, Corollary 5.15, to each term in the linear combi-
nation then summing the bounds obtained gives the bound (5.99).

The fact that the error bound is O(Var(Z)'/?) follows by substituting ¢ = Var(Z)/?
into each term and observing that each term is at most O(Var(Z)'/3). O

Finally, we are in a position to prove the main result of this section.

Proof of Theorem 5.8. Cases q =1 € {+,—} and m = 0. Lemma 5.9 bounds the absolute
difference

[ RO e - [l () de i k)|
z€Dy,

LEED@O

Since the bounds from Lemma 5.9 are O(Var(Z®)/3) then, as we take p — oo, the
bounds becomes arbitrarily small which gives the required convergence.
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Cases q,7 € {+,—}, and m > 1. Given the properties of the functions h;2", u,v €

ij

{+, =}, then [ _ f; q(f)(k)(:c,], xo, k)1 (x) dzx satisfies the assumptions of Lemma 5.16.

To see this, let ¢’ be the opposite sign to ¢, i.e. ¢ € {+,—}, ¢ # ¢. Then, in Equa-
tion (5.99), take n = 2m + 1(q = 7), Gi(z1) = e, HY (X, 21), Gop(2a) = HIUN, 293.),
Gops1 (o) = HY (N, 29341), k = 1,...,m—1; if ¢ # r then take Gop, (2om) = H'™ (zy,,)€’,
otherwise, take G, (2om) = H?" (24,,) and G2m+1 H'™(\, xzmH)e;. Thus, Lemma 5.16,
establishes a bound on (5.44) which is O(Var(Z®)1/3) thus taking p — oo gives the stated
convergence.

Cases g =0, r € {+,—} and m > 0. Since

ﬁ),o,r()‘)(%j;?ﬁo; k)dx = Z Z €k [/\I - Too TtomH(r#q)qr()\)(%j;xo?i) de,
qe{+,—} €S,y

(5.102)

is a linear combination of terms which are treated in the two cases above, then (5.102)
converges to

fin 0N (de, j; 70, k) = Z Zek (M —Tyo] Tmumﬂ(#q)qr()\)(dx,j;wo,i),
qe{+,—} €Sy

(5.103)

as required. N

5.5 Convergence before the first orbit restart epoch,
1

Recall that the goal in this chapter is to show a convergence of
707(p) - > /\(O - >
T (), s 20, ) dz = 70, (\) (e, s 70, 1),

where

Fo® (\)(x, j: 2o, 4) / Z OB e D@, G0, k) dE.

Since f +1(p Zg)qr A€ positive, as is e, then we can use the Fubini-Tonelli Theorem to
justify a swap of the integral and infinite sum to get

o

f\éo’(p)()\ (x,j;x0,1) Z mH(p#q ar (AN (z, 7; zo, k). (5.104)

m=0
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Similarly, we can write

(N (da, i 2o, 1) Zﬁfgﬂ(p#q o N(d, i o, k).

The previous section proved that the Laplace transforms

Flo®) (X (z, j; 20, k) dz — 19 (AN (dz, j; 20, k),

m7q7r

for ¢ € {4, —,40,—0}, r € {+,—}. Thus, all we need to show is that, upon taking the
limit of (5.104), we can swap the limit and the summation. Here we apply the Dominated
Convergence Theorem to justify the swap. To this end, we show a domination condition
in Lemma 5.17 below.

Recall ¢,,;,, = gmns |c;|, and let E* be an independent exponential random variable
+US

with rate A and v = max;es, us. — 7T/ cil-
Lemma 5.17. For all M > 0, © € Dy, j, ©o € Dyyi, bo € K, X\ > 0, r € {+,—},

Jj €8, US, and either g € {+,—}, 1€ S,, orq =0, i € 8, for any bounded function
v, || < F,

o0

M
Srﬁ

/xem Froam) (A )(x,j;xo,i)l/)(x)dx—/ fir g (M) (d, J3 20, )00 ()

IGD[O

m=M-+1

(5.105)

where

R 5 2M+1+1(g=r) N 2\ !

Note that the bound 7! is independent of p.

We prove the result for ¢ = r = + first, with the proof for the other cases ¢,r €
{+, —} following analogously. The proof for ¢ = 0, i € S, follows after noting that the
Laplace transforms f:fép )(/\)(x J; o, 1) and ﬁf@iw(k)( dz, j; xg,1) are linear combinations

of /Zf’q,)(/\)(a:,j;xo,i) and 1% (A)(dx, j;x0,4) for ¢ € {+, -}, respectively.

Essentially, the result for ¢ = r = + follows from noting the probabilistic interpretation
of the Laplace transforms f?;f 4+ (A)(, 45 20,1), as the probability that,

e there are m up-down and down-up transitions,
e the orbit process {A(t)} evolves accordingly,

e and an independent exponential random variable with rate A\, £*, has not yet oc-
curred,
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e before the first orbit restart epoch.

We obtain an upper bound by ignoring the behaviour of the orbit process { A(t)}, then, by
a uniformisation argument, we bound the probability that there are m up-down and down-
up transitions before E* occurs, by the event that there are m independent exponential
events before an E* occurs.

Similarly, the stochastic interpretation of the Laplace transforms ﬁfg (M) (da, gy 20,9),
is the probability that,

e there are m up-down and down-up transitions,
e the fluid level X (¢) remains in Dy,

e and an independent exponential random variable with rate A\, £*, has not yet oc-
curred,

e before the first orbit restart epoch.

We obtain an upper bound by removing the requirement that the fluid level X (¢) remain
in Dy,, then applying the same uniformisation argument as we do for ﬁ? (N2, 550, 1).

Proof. The same arguments and results apply for all p, so let us drop the dependence on
.
Consider 1 € §;,j € Sy US,y. By the triangle inequality,

o0

/D ﬁﬁi+,+(k)(x,j;a:o,i)w(x)dx—/ Fim o (N (d, 20, 0) 0 (2)

m=M+1 2€Dyg

o0

<> [ W) da
m=M+1 " *€D¢y

> /D Al . (N)(de, s 20, D)),
S 20

m=M+1
since all terms are non-negative.

Consider %7+7+(A)(x,j; xg,1)|1(x)| dx, which is given by

:EED(O

/ e; [H / H* (X, x5 1) H+()\:332r)] / H™ (A, 2am11)€]
xEDgO T T

r—=1* T2r—1=0 z2r=0 2m+1=0

@y i (20) N?" NN 21, o Toms 1)V (2) Aoy - . dayp(x) da

S/ €; H/ H™ (X 29,-1) H™ (X, zs,) / H++()\>$2m+1)€;
:EEDZO r—=1 T2r—1=0 z2,=0 x

2m+1=0
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agOVi([Eo)N2m+1(>\, L1y .. ,$2m+1>’1)407j (ZL’) d$2m+1 PN d[L’l dzF (5106)

since |¢| < F. To bound the last-line of (5.106) we first observe that for a € A,

a DeSmmityy (x) = a/ / <0 SIQ”‘“WOJ (z) dudz
JZE'DZO JZE’D[O ae €
S e uS—S Sx2m+1 edu
u=0 ae”le
= aDe5m+e du, (5.107)

where the inequality holds from Property 5.2(v). By definition, the last-line of (5.106) is
/ CLgOﬂ'(.To)NQerl()\, L1y ... ,l'2m+1)vgo7j<l'> dl’gm+1 Ce dl’l
Z‘E'D[O
= / ag, i(10)e> De®2 D .. e52m DeSTmity, (7). (5.108)
ZE'D@O

Now, using (5.107), then (5.108) is less than or equal to

ag, i (10)e5 D52 D .. 572 DeSTmite

0o Su

= ay, (20)e5" DeS™2 D .. .GS””Q’”/ S
u

0 aeSve

e

dueS*2m+ie

o) Su

ae
< azo,i(xo)eswlDeS”D ... eSTam eSv S
u=0 ae”le

= ay,i(10)e® DeS™ D ... e5"re.

Repeating m more times gives the bound ay, ;(zo)e = 1.** Hence, we have the bound
agoy,-(:vo)esxlDeS“D .. eStm DeSTamiie <
Therefore, (5.106) is less than or equal to

[H/ )\ Tor— 1) H_+(/\7-T2r>]/ H++(/\7~T2m+1)e;‘
Z2r—1=0 x

z2,-=0 2m~+1=0

dZymps . .. dai F. (5.109)

Now, for any row-vector of non-negative numbers b, since the elements of H** are
non-negative and integrable, then

b/ H++<)‘7x2m+1) dm2m+le; < be;@ < be@

2m+1=0

**In fact, this bound holds for any initial vector a € A.
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Observing that

r—=1 " T2r—1=0 Tor=0

€; [H/ HJF*()\, Izrfl) H7+<)\, xgr)] d$2m Ce dQ?l

is a row-vector non-negative numbers, then (5.109) is less than or equal to

2r—1=0 22,=0

e; [H / H (X 29,_1) H*()\,x%)] edzyy, ... du,GF (5.110)
r=1Y%

The stochastic interpretation of the ith element of the vector HT~ (), x)e is that it
is the probability density of an up-down transition at the time when the in-out fluid has
increased by dz and before an exponential random variable with rate A occurs, given
the phase is initially 7. There may be multiple changes of phase within §; U S,y before
the first up-down transition. The first change of phase occurs at rate (with respect to
the in-out level) —T};/|¢;| and this is the lowest in-out fluid level at which it may be
possible to see an up-down transition. Consider a uniformised version of the in-out fluid

process with uniformisation parameter v = max —T;i/|ci]- Then the first event of the
1€SLUS

phase process of the uniformised version of the in-out fluid process occurs at rate v and
occurs at, or before, the first change of phase of the uniformised process. Therefore,
the first uniformisation event occurs at, or before, the first up-down transition of the
uniformised version of the in-out process. Hence, the first uniformisation event occurs
at, or before, the first up-down transition of the original process (since they are versions
of each other). This gives the bound H*~(\,z)e < ye~**7)%e where the inequality is
understood elementwise. Similarly, for H= (), z)e < ye~**7e,
From the stochastic interpretation above, (5.110) is less than or equal to

e H" (\ x)dx; / H " (\ 2)edzy. .. / rel =7 Ne2m dxgmé’\F
z2=0 T2m=0
< / ’ye“”"“xl dxy / 76(_7_’\)” dzs ... / 76(_7_’\)”2’” dxgm@F
xlzo IEQZO Izmzo

2m
= (#—Q GF. (5.111)

2m—1
Note, for the cases with ¢ # r then the equivalent bound to (5.111) is <7%> GF as

there is one less factor in the expression.

Hence,
> 00 2m
. _ ~ v
/ Fo s (M@, g zo, i) (@)| dz < GF ) (ﬁ)
m=M xEDZO m=M+1 v
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2M+2 2
5 g g
<GF | —— 1— | ——
- (7+)\> <’y+)\>

-1

(5.112)
Now consider ﬁﬁg7+’+()\)( dz, j; zo,1) which is given by
A—(z0—Ye,) A—z;
/ eiH+_(>\,A—($o—Wo)—1’1)/ H " (MA =2y —2y)day
x1=0 zo=0
1 N 2
.. / H_+<)\, A — Tom—1 — .%'Qm) d$2m_1H++()\, A — Tom — (yfo—i-l — x))e; dxzm dx
T2m=0
A A
:/ eiH+_()\,A—.CIf1) H_+()\,A—l‘2)dl’1...
1:(950—%0) T2=T1
A
/ H (AN A = 290) HT (A A = Zom — Tom—1 — (Yep41 — )€ dom_1 dwgyy, da.
T2m=T2m—1
(5.113)

Using the bound H™t(\, z,,41) < G elementwise, then (5.113) is less than or equal to

A A
/ eiH+_()\,A—x1) H_+(/\,A—ZE2) dZL‘l
1=(z0—Yeq) To=x1
A
o / H_+()\, A — $2m) d$2m_1 d$2m€G dz. (5114)
T2m=T2m—1

The expression (5.114) differs from (5.110) only by a constant factor and that the integrals
in the (5.114) are finite, hence we may bound it in the same way. Therefore,

[e¢) o] 2m

~f . . Y

o (\(de, ji 2o, ) [0(a)] < G <—) [ e
m=M4+1 /:):E'Dgo ot m—%—i—l v + )\ xeDZO

2M+2 2\ —
Y Y
< GAF | —— 1— | ——
(5.115)

Once again, for ¢ # r the bound on fxeDeO e - (N)(dw, j; mo,9) [0 ()] i (vvﬁ)m_l as

there is one less factor.
Analogous arguments show the same bounds for any i € S,;, j € S, U Sy, where

qc {+> _}? re {+7 _}'
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The result for g =0, 1 € S, j € S, US0, © € {+, —} holds after noting that

%70,7“()\)('%.7]';1.072-) dr = Z Z e; [\ — Toor1 TOk}Z?_H(T;Aq),q,r()‘)(xvj;an k) dz,

ge{+,—} k€S,
(5.116)
~ . . -1 ~ .
:uf;?L,O,T(A)( d$, J5 0, Z) = Z Z €; [)\I - TOO] TOkufg+1(r¢q)7q7r<)\)( dﬂf, J5 %o, k);
qe{+,—} k€S,q
(5.117)

are a linear combination of terms which are treated the cases above, hence we may use
the bounds we have established above. First, use the triangle inequality to write,

o0

/D ]%,O,Jr()\)(%j;%,i)%b(z)dx—/ 1,0 o+ (N (dz, j; 2o, 1)1 (2)

m=M+1 2€Dy,

o0

<y / s ()] da

m=M+1
[eS)

. / o), iz D) (5.118)

m=M+1

Upon substituting (5.116) and (5.117) into (5.118) we get

Z / Z Z e; [\ — Too}_1 Tok 7;?+1(T¢q),q7r(/\)($,]';$07 k) dz[¢(z)| dz
m=M~+1" €Dty qery 3 kes,

[e.9]

> ST S e M = o) Tty e (N, g 0, B)()

m=M+1"2EPey ge 11y keS,

=2 > X / e: [N = Too] ™ Tok 12, iy 0 (N (@ 5 20, ) ()|

q€{+,—} keSy m=M+1" €Dy

DD VD VI TS At I RN AN
1Y%

g€ {+,—} kESy m=M+

(5.119)

where the swap of the sums and integrals is justified by Tonelli’s Theorem. Now, using
the bounds we found earlier, then (5.119) is less than or equal to

ST N e [M-Ty]  TuFG (7%)21\/[—&-2 (1_(71—)\)?_1

qe{+,—} k€Sq
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B o 2M 42 . 2\ 1

qge{+,—} k€S,
) R 5 oM 41 - 2\ 1
i vrsy v+ A v+ A
) o IM 41 5 2\ 1
+ Y Y e [M—Tyw] TuFAG (—> (1 —~ (—) )
Ml vrs v+ A v+ A
R 5 oM +1 N 2\ 1
< F(G+ AG) | —— 1—( ——
< F )('HA) ( (7+A)>
since

Z Z €; [)\I - Too}_1 Tor = Z Z €; /OO e(Too—AD)? dtToy,
t

qe{+,—} k€S, qe{+,—} k€S, =0

) = Toot
Z Z €; \/t_oe 0o dtTOk

qe{+,—} k€Sq

= Z Z ei(—Too) ' Tok
qe{+,—} k€S,

= e;(—Tw) ' (—To)e’

= 1.

IN

]

Combining the domination in Lemma 5.17 and the convergence in Theorem 5.8 via
the Dominated Convergence Theorem gives the following result.

Lemma 5.18. For all x € Dy, ;, x0 € Dyyi, 1,7 €S, bo € K, A >0,

/ Flo®) (N (z, 7 20, 3)0(x) dz — / o (\)(dz, 7320, 3)1(x)| — 0 (5.120)
xE'DgO $€D[O
as p — oo.
Remark 5.19. For a fized A > 0, convergence of
o N (@, i v0,7) do = 7 (N)(dz, i w0,7)| (5.121)

actually holds pointwise for each {y € K°, and eachi,j € S, xy € Dy, 4, * € Dy, ; except at
the set of points where x = xy. Specifically, the lack of pointwise convergence at this point
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occurs due to terms with the index m = 0, that is, terms where there are no up-down or
down-up transitions. On these sample paths the relevant Laplace transforms of the fluid
queue are discontinuous at this point. For example,

ﬁ€°++()\)(dx J; 0, 1) = h**()\,:c — x0)1(z > xp) d,

18 discontinuous at r = xg.

5.6 Convergence at the time of the first orbit restart
epoch, 7

We conclude this chapter with a statement about a Convergence of the QBD-RAP to the
fluid queue at the time of the first orbit restart epoch, 1" ()

Corollary 5.20. Recall y(() = (4o, aéoj(xo) i). Forly € K g € Dy, , 1€ Sy US_US,
jeESLUS,

PILO(r") = Ult, ), 6(17) = " < BX | Y (0) = ")
= P(X(1{") = (et py+1Ges ), 4), v < BN | X(0) = (w0, 1)) (5.122)

where (({y, j) can take values

by —1, iffge{o,l,...,[(—i—l},jES,
6(607]): go: Z'fg(]:O?jeS-‘r? OT&)ZK,jES_,
by + 1, Z'fgg6{—1,071,..‘,K},j68+.

Proof. The proof follows the same structure as the proof of Theorem 5.8 however, changes
are required in all the results used in the proof, as here we do not need to integrate a
function . We give an outline of the proof only.

At a boundary we can model the fluid queue exactly, hence (5.122) holds for ¢y = —
and (p = K + 1.

Now consider ¢+ € §;,j € &, and assume that = (p ) is not the first time that the
boundary is hit. Partition the probability (5.122) on the times {X, },>1 and {I', },>1 and,
specifically, partition on the event that there are exactly m events {3,}™ | and exactly
m events {I',,}™_;. The resulting partitioned probabilities are

/ (eiH (A, ) ®a§0)z(x0)es(p)“D ) dxy
x1=0

r=1 2r=0
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/ (H+_()\, x2r+1) ® S(P)x2r+1D > deH_l]

2r+1=0

/ <H_+()‘7 $2m) & QS(P)QOD(p)> dx?m

2m =0

/ (H—H_()\, Qfgm_H)e;_ ® €S<p)x2m+18(19)> dTom1- (5.123)

2m+1=0

To show that the terms (5.123) converge to
P(X () = Wros1,0), 71 < BT <7 < S, | X(0) = (w0,0) - (5.124)

we can use the bounds from Corollary 5.12 and Corollary 5.14. For m = 0 we recognise
(5.123) as the same form as that appearing in Corollary 5.12 upon choosing v = 0. For
m > 1, choose the closing operator to be v(x) = €5%s and set = 0 in Corollary 5.14.
Now take the bound from Corollary 5.14 and extend it to the case of matrix functions in
the same way we extended Corollary 5.15 to the matrix case in Lemma 5.16. In this way,
we have a bound for (5.123) which tends to 0 as p — co. Analogous arguments give the
convergence for all terms ¢ € S US_USS, j € S US;0US_US_( on a given number of
up-down/down-up transitions. Further, if Tl(p ) is the first time the boundary is hit, then
all that changes is that (5.123) is multiplied by a constant (one of the probabilities pjj or
Pjk), SO we have also covered this case too.

What remains is a domination condition so that we may apply the Dominated Conver-
gence Theorem to claim that the sum over the number of up-down and down-up transition
converges (i.e. the sum over m in (5.123) converges). After algebraic manipulation, (5.123)
is

e |I1 / H (o) [ H (o) / H (A 2ampn)é
r—=1 Y Z2r—1=0 z2,=0 Tom+1=0
a,go7i(ZL'0)N2m()\, L1y ,Igm)DGSx2m+1S dl’2m+1 coodaxy (5125)
Now, since [HF (A, 29m41)];; < G and

o0

[H/ “(A wor-1) H_+(>\;$2r)]
Tor—1=0 T9,=0

is a row-vector of positive numbers, then (5.125) is less than or equal to

H/ )\ Tor— 1) H7+()\,.T2r) / eGG
—1 Y ®2r—1= 0 x2r=0 Zam+1=0

2m Sx
ap, i(xo) N (N, 21, ..., Top ) De”* ™ s dwgpiy - .. dy.
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Integrating with respect to xy,,11 gives

€; [H/ H+_<)\,ZL‘2T_1) H_+(/\717QT) eG
r=1

T2r—1=0 x2,=0

ag i (10) N*"(\, 21, ..., Tom)Dedxy, . .. dz

<6i

1T / H*Y~(\, 29_1) H (N, zy,) | eGdzgy, ... di (5.126)

r—=1 Y T2r—1=0 z2,=0

the last inequality holds since, De = e, and ay, ;(zo) N*™(\, x1,...,Ton)e < 1, as we
claimed previously in the discussion after (5.109) in the proof of Lemma 5.17. Equa-
tion (5.126) is of a similar form to (5.110) (they differ only by a constant), hence the
same arguments used to bound (5.110) can be applied to get the desired domination
result.

Analogous arguments give a suitable geometric bound for 7,j € S, US_. For i € &,
the left-hand side of (5.122) can be written as a linear combination of the left-hand side
of (5.122) for initial phases in S; U S_. Hence, a bound follows along similar arguments
to those used to prove the case i € §; in Lemma 5.17.

Ultimately, we can apply the Dominated Convergence Theorem to prove that the sum
of the partitioned probabilities (5.123) converges as p — oo. The sum of the limits is

P(X(Tlx) = (y@0+17j)77-1 S E/\ ‘ X(O) = (l‘o,l))
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Chapter 6

Global convergence results

In this chapter we prove convergence results which build on the main results of Chapter 5.
We consider the discrete-time embedded processes formed by observing the QBD-RAP
at the orbit restart epochs and by observing the fluid queue at the hitting times of the
level process on the points {y,}, which are the boundaries of the intervals {D,}. In
Corollary 6.2 we prove that the transition probabilities of the embedded process of the
QBD-RAP converge those of the embedded process of the fluid queue. In Corollary 6.3 we
prove that the distribution of the sojourn time of the QBD-RAP in a given level converges
to the distribution of the sojourn time of the fluid queue in the corresponding interval.
In Theorem 6.12, we state global results on the weak convergence (in space and time) of
the QBD-RAP approximation scheme to the fluid queue.

In this chapter we work with the augmented state space scheme to model phases with
rates ¢; = 0 as described in Section 4.3. The results of this chapter rely on results of
Chapter 5 and therefore apply to the QBD-RAP scheme which uses ephemeral states
to model a fluid queue which starts in a phase with rate 0, as described in Section 4.6.
However, supplementing the results of Chapter 5 with the results from Appendix E and
using the same arguments from this chapter with only slight modifications, then the results
of this chapter can be extended to the augmented state space QBD-RAP scheme without
the initial ephemeral phases.

6.1 Convergence of an embedded process

Consider the embedded process formed by observing the QBD-RAP at the orbit restart
epochs. Let 7" = 0, and

Tr(LP) — inf {t > Tflp_)l | L® (t) # L(p)(TT(lp_)l),or {Y'(¢)} hits a boundary} ,

be orbit restart epochs. These are the (stopping) times at which the level process
of the QBD-RAP, {L®)(t)}, changes, or the boundary is hit, or, if the process is at

141
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the boundary, the process leaves the boundary. To simplify notation, we may drop
the superscript p where it is not explicitly needed. Further, let {Ycﬁ” ) (n) }nsonez =

{(L® (T,Sp )), qb(ﬂ(lp )))}nzo,nez be the level and phase of the discrete-time process embedded

at the orbit restart epochs. The subscript a refers to the fact that A® (7 @ )) = aP
for n > 1, unless the process is tem%)orarlly absorbed in a sticky boundary, in which
case AP (7 e )) = 1. The process {Y ) n>0 is a discrete-time Markov chain, which is
time-homogeneous for n > 1.

Let {7.X},>0, be the sequence of (stopping) times with 7;¥ = 0, and

inf{t>T7f(|X()—yg,€€lC}
7X 1 = min inf {¢t > 75 | X(t) #0,X(r;2,) =0}, ,
inf {t > 75| X(t) # yrir, X (T, X_ ) = yK+1}
for n > 0. For n > 1, 7¥ is the time at which X (¢) either changes band, or hits a
boundary, or leaves a boundary, for the nth time. The embedded process {X(7,,)} is a
discrete-time Markov chain which is time-homogeneous for n > 1.

We have the following result on the convergence of the embedded processes {Yosp ) (n)}
and {X (7.X)}, which we also will utilise later to prove a global result.

Lemma 6.1. For {y € K, g € Dy, 4, © € S, then
P(Y V(1) = (((Co, 5),§), " < B> | YP(0) = (6, al;(w0), 7))
— P(X () = Weto.yy+1Ges_): 4): T1° < BN | X(0) = (2, 1)), (6.1)
and forn > 1,
PYP(n+1) = (((Lo, 1), 5), 7y < BX | Y (n) = (b, 1), 7 < B*)
— P(X(151) = Wewwo.y+10e5-):3)s Tagr < BN | X(15) = (Yagw1gies» 1), Tk < E).

where (({y, 7) can take values

bh—1, L e{0,1,..., K+1},j€S
6(607‘7) = 607 gO = 07] S S+7 or KO - K7] S 8—7 (63)
by +1, EoG{—l,O,l,...,K},jES+.

Proof. The convergence for ¢y € {—1, K + 1} holds trivially as the QBD-RAP and fluid
queue have the same behaviour at the sticky boundary.

The case for n = 0 is a direct result of Corollary 5.20.

All that is left is to prove (6.2). For n > 1, consider the transition probabilities of the
embedded process from the QBD-RAP,

P<Yo(¢p)(n+ 1) = (8(607 )7 )7 n+1 < E)\ ’ Y ( ) (ZO,Z'),T,EP) < E)\)
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= P(Y (1) = (((Lo, 5),§), 1" < B* | YP(0) = (L, @,)), (6.4)

«

since the QBD-RAP is time-homogeneous and the exponential random variable E* is
memoryless. Applying Corollary 5.20 to (6.4) then

P(Y" (n + 1) = (€4, 1), 5), éﬁlsmw( ) = (£o, i), 7P < B*)
= P(X (1Y) = Wty 110650, 4), 75 < BN | X(0) = (yeo 116es.),7). (6.5)

Since the fluid queue is time-homogeneous, and E* memoryless, then (6.5) is equal to

P(X (1) = Wettogy11Ges ), 4)s Ti0 < BY | X (1) = (Yao110ies.): 7))
= P(X(Tii_ ) (y@(@o J)+HL(ES-)s ])7 n+1 E)\ | X( ) (g/@oJrl(iES_)J)’Ti( < EA)?
(6.6)
which proves the result. O

A direct corollary of Lemma 6.1 is the convergence of the transition probabilities of
the embedded process.

Corollary 6.2. For {y € K, 29 € Dy, ;, 1 €S, then

P(Y. P (1) = ((4o, 5), §) | YP(0) = (£o, @l (x0), 7))
— P(X (1) = Weopy10jes)» 4) | X(0) = (0, 1)). (6.7)

and forn > 1,

P(Y")(n+1) = (L(to, ), 7) | Y P (n) = (€, 1))
— P(X (1741) = Weweoy+1ies-) 3) | X (Tn) = (Yep1(ies.),1)). (6.8)

Proof. Since T(p ) < 00 almost surely, as is 7;*, then taking A — 0 in Lemma 6.1 yields
the result. O

Corollary 6.2 states that the transition probabilities of the embedded processes con-
verge. Thus, the finite-dimensional distributions of {Yoﬁp ) (n)} converge, and if the space
KC x S is finite, then the sequence of distributions of {YOEP ) (n)} is tight. Thus, by Theo-
rem A.5, we establish convergence in distribution of {Ya” (n)} and {X (7X)}.

Another direct corollary of Corollary 5.20 is the convergence in distribution of the
random variables {7' }p>1 to 7{*.

Corollary 6.3. The random variables {Tl(p)}pzl converge in distribution to % .
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Proof. By Corollary 5.20 the probabilities

P(Y.P(1) = (¢, ), ). 7" < BX | Y(0) = o)
= P(X () = (o) 1y 1), 7" < BY | X(0) = (w0, ).
By the law of total probability and the convergence above,

P(r” < BN | YP(0) = y)
= Y S PP =), 1P < BN YP(0) = y)

Le{lo—1,00,l0+1}NK jES

- > STPX () = (g0 §), 7P < B | X(0) = (20,4)).

0e{ly,lo+1}n{0,1,...,K+1} jES
=P(r* < E* | X(0) = (20,17)). (6.9)

Thus, the Laplace transform of Tl(p ) converges to the Laplace transform of 7;¥. By the
Continuity Theorem for Laplace transforms (Feller 1957, Chapter XIII, Theorem 2a),
then {7"} converges in distribution to 7. O

6.2 Convergence of the QBD-RAP scheme

This section is dedicated to proving a global convergence results of the QBD-RAP ap-
proximation scheme to the fluid queue. Ultimately, we prove the weak convergence (in
space and time) of the QBD-RAP approximation scheme to the distribution of the fluid
queue. This is done in stages. First, by considering the Laplace transform with respect
to time of the distribution of the QBD-RAP at the time of the nth orbit restart epoch, 7.
Second, considering the Laplace transform with respect to time of the distribution of the
QBD-RAP between the nth and (n + 1)th orbit restart epoch. Third, summing over the
number of orbit restart epochs, n, and using the Dominated Convergence Theorem, we
establish a convergence of the Laplace transforms with respect to time of the QBD-RAP
and fluid queue. Lastly, we apply the Extended Continuity Theorem for Laplace trans-
forms (Feller 1957, Chapter XIII, Theorem 2a) to establish a weak convergence (in space
and time) of the QBD-RAP approximation scheme to the fluid queue.

6.2.1 At the nth orbit restart epoch

The idea for the analysis of the QBD-RAP at the nth orbit restart e (poch is to partltlon the
distribution of the QBD-RAP on the phase and level at the times 7;"” and 72 s ,(lp , and
then use the strong Markov property to write the expression in terms of the dlstrlbutlons of

the QBD-RAP at time 7 given the distribution of the QBD-RAP at time Tk 1, kE=1,.
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The distribution at time Tl(p ) depends on the initial condition, so we treat it separately and
use Corollary 5.20 to establish convergence to the fluid queue. By time-homogeneity, the
distributions of the QBD-RAP at times 7, given the position of the QBD-RAP at time
r,g’j)l is equal to the distribution of the QBD-RAP at time Tl(p ) given an initial distribution
of the QBD-RAP. Hence, we may also use Corollary 5.20 to establish convergence to the
fluid queue for each of these distributions. Putting all the elements together yields the
convergence at the nth orbit restart epoch.
Formally, for n > 1, consider the Laplace transform

/ NPV () = (£ n), 7 € dt | Y(0) = y”)
t

= P(YP(n) = (¢,4,), 7% < E* | YP(0) = y{), (6.10)

(0%

which is the Laplace transform of the time until the nth orbit restart epoch of the QBD-
RAP on the event that the level and phase at the nth orbit restart epoch are ¢ and j,,
respectively, given that the initial level and phases are ¢, and ¢, respectively, and the
initial orbit is aéﬁ )Z(xo) Partitioning on the time of the first orbit restart epoch, 7, and
the level and phase at this time, then (6.10) is equal to

> > P(Y " (n) = (€,4,), 7V < BX | YP(1) = (04, 51), 7" < B)
J1ES €1€{€0+1,£0,€071}0K
x P(YP(1) = (t1,51), 7" < B> | Y (0) = y). (6.11)

An application of Corollary 5.20 to the expression on the second line of (6.11) states,

lim P(YP(1) = (f1,51), 7" < B* | Y®(0) = y")

p—0o0

= P(X(1") = (Werignes ) ), i < B | X(0) = (0,7)) (6.12)

forie S, 7 €S+US_, by € IC, xg EDZO'
We now turn our attention to the first factor in the summands of (6.11). For a given
Jj1 € S US_ and ¢; € I, consider
POY (n) = (6,3a), 77 < BX | Y1) = (6, 32), 77 < BY)

(o7

=P(YP(n—1)=(£,5,), 7", < E*| Y(0) = (4, e, ju)) (6.13)

a ) 'n—1

by the time-homogeneous property of the QBD-RAP and the memoryless property of the
exponential distribution.
Let

(6.14)

,Pg),én = {(gla"'aen—l) € ]Cn_l Er_l n 67“ =bor ‘67“—1 N 67“ =k }

or [l,_1— L. ]=1,r=1,....n
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The set Py, , contains all the possible values which {L(7,,) "1 may take on a sample

path which starts in level ¢y, ends in level ¢ and has n orbit restart epochs.
Partitioning on the phases and the levels at the times 7,,,, m = 2,...,n — 1, and using
the strong Markov property of the QBD-RAP, then (6.13) is

> PO ) = () mi < BM YD (= 1) = (bt i),
j2,-jn—1€S  m=2
(42 ~~~~~ anl)epzzl_’ll

by the time-homogeneity property of the QBD-RAP and the memoryless property of £*
and where we define ¢,, = ¢ for notational convenience. We can apply Corollary 5.20 to
the factors of the summands in (6.15) and conclude

PY.P)(1) = (b, jm), TP < EX | YP(0) = (11, @, 1))

— P(X (1) = Wt t1(mes > Jm), Tie < EX | X(0) = (Yo 14105165 )5 Jm—1))-  (6.16)

By the time-homogeneous property of the fluid queue and the memoryless property of
the exponential distribution, (6.16) is equal to

P(X (1) = Wens1Gmes)s Jm)s T < BN | X (Tne1) = Yem1510m-165-)s Jm—1);
o1 < E). (6.17)

Thus, returning to (6.15), taking the limit as p — oo, and using the convergence
established in (6.12) and (6.17), we see that

im Y J[POYP) = (b ), 77 < BN YP(0) = (bt @, 1))

= > ] lim PP Q) = (b, i) 71” < EY Y P(0) = (b, €, 1)),
. - p%OO

(€2, —1)EP

(6.18)

where we may swap the limit and the sums as they are finite, and we can swap the limit
and the product since all the limits exist and the product is finite. Substituting the limits
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(6.17) into (6.18) gives

S T PXEY) = ensitines ydm) T < B |

J25eees Jn—1€S m=2
(€2.0en—1)EP}

X(T£—1> - (ygm—1+1(jrn—les_)7jm—1)77—77)5_1 S EA))
=P(X (1) = Wes1Gnes_) dn)s Tn < EM X(0) = (yo+1¢hes ), 1), 110 < EY),  (6.19)

by the strong Markov property of the fluid queue and the Law of Total Probability.
Returning now to (6.11) and taking the limit as p — oo,

p—00 ) 7 E
j1€8616{éo+1,£0,£0—1} IC

SN—
Il
&
=
SN—

P(Y,"(1) = (5173'1)771@) <E*Y®(0
=) > lim P(Y,?(n) = (
p—00
j1€S€1€{Z0+1,€0—1}ﬁK
lim P(Y," (1) = (6, 1), 7" < B | Y (0) = )
p—o0

=y > P(X (1) = (Wer1(nes_y dn)s Tt < BN | X(77) = (yer11¢1e5), ),
j1€$€16{£0+1,€0—1}ﬁlc

7 < EMP(X () = (Ysigiesy, i)s i < BN X(0) = (w0,1))
=P(X(7) = (Yer1Gues )y dn)s T < BV | X(0) = (w0,7)) (6.20)

)
)
3
~
9
S
AN
&y
>
S
—~
—_
N~—
|
—~
N
—
<
—
~
H\]/—\
S
N
&y
>
~—

where the swapping of limits and sums in the first equality is justified as the sums are
finite, the swapping limits and products in the first equality is justified as the product is
finite and all limits exist, and the last equality is the Law of total probability.

Hence, we have proved the following result

Lemma 6.4. For all {,{y € K, i,j, €S, 29 € Dyy, n > 1, then, as p — oo,
P(YP(n) = (6,5n), ) < BX [ Y2(0) = ),
= P(X (1) = (Yes1(jues s dn)s T < BN [ X(0) = (w0,4)). (6.21)

Lemma 6.4 is what is required to proceed with the proof of convergence of the QBD-
RAP scheme. However, at this point we also point out the following corollary, which may
be of interest in other contexts.

Corollary 6.5. The random variables {T,(Lp)}pzl converge in distribution to T.X .

Proof. The proof follows the same arguments as the proof of Corollary 6.3. In Lemma 6.4
sum over ¢ and j,, then apply the Extended Continuity Theorem (Feller 1957, Chapter
XIII, Theorem 2a). O
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6.2.2 Between the nth and (n + 1)th orbit restart epochs

In the last section we proved a convergence of the QBD-RAP to the fluid queue at the
nth orbit restart epoch. However, we ultimately want to make a convergence statement
about the QBD-RAP scheme at any time. The next step is to show a convergence of the
QBD-RAP to the fluid queue between the nth and (n + 1)th orbit restart epoch, after
which we sum over n to prove a convergence result independent of the number of orbit
restart epochs.

The idea is to partition the distribution of the QBD-RAP between time 7 and T

on the position of the QBD-RAP at time g ), then use the strong Markov property
to write the distribution of the QBD-RAP between time 7P and 77 w41 in terms of the

distribution of the QBD-RAP at time P given the initial position of the QBD-RAP,
and the distribution of the QBD-RAP at between time 7P and T,(fjr)l given the position

of the QBD-RAP at time T,Sp ). In the previous section we showed convergence of the

distribution of the QBD-RAP at time P given the initial position of the QBD-RAP.

By a time-homogeneity argument, the distribution of the QBD-RAP between time P

and 7 +)1 given the position of the QBD-RAP at time TT(L) is equal to the distribution

of the QBD-RAP before time 7‘1( ?) given an initial condition on the QBD-RAP. Thus,
Theorem 5.8 establishes the convergence of this term. Together, we have convergence of
the QBD-RAP between the nth and (n + 1)th orbit restart epoch.

More formally, let " = (), 7®)] and TX = (rX,7%,]. Consider the Laplace
transform
[ e [ o = dni)e e T YOO =y i@ (622
t=0 $€'D[]

where 1 : R — R is a bounded function.
Partitioning (6.22) on the time of the nth orbit restart epoch and the phase and level
at this time gives

/ 0 / D / 0 ( )= (¢ da, j)t € <um7'1§p+)1] | chp)(n) = (€, jn),
t= xe 0, Y Un=

Jn€S

) = )b (o >P<Y<p><> (£.a), 77 € duy | YP(0) = y) dt
=3 [P0 = ¢t €T Y 0) = (e ) i)

Jn€S

P(YP(n) = (£,j,), 7 < B> | YP(0) = y7) (6.23)

by the time homogenous property of the QBD-RAP, the memoryless property of the expo-
nential distribution, and the convolution theorem of Laplace transforms. The exponential
random variable in the last line of (6.23) appears due to the interpretation of the Laplace
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transform as probability that T ") oceurs before and exponential random variable, E*.
The swap of integrals and sums is justified by the Fubini-Tonelli Theorem. We recognise
the probability

PYL (n) = (L ja), 7 < BY [ YP(0) = y) (6.24)

«

as that appearing in Lemma 6.4, hence (6.24) converges to
P(X(7,) = Wesi(nes ) Jn)s T < B | X(0) = (20,7)) (6.25)

as p — 0o.
Now consider the expression

/D / e MPYP(t) = (€ dz,j).t € T3V | Y (0) = (e o)) divo(a)  (6.26)
veDy, Ji=
which appears as part of (6.23). We can rewrite (6.26) as
/ > / eNPYI(E) = (¢, dw, )t € TV | YA (0) = (4, 4un)) ()
veD,, Ji-
/IEDM FEO N (@, J; YesiGues. ) )0 (@) da. (6.27)

Applying Theorem 5.8, then (6.27) converges to
[ O e )
l'GID,g j

= [ [ P € (dr)t € T XO) = (nigaes g 0la). (625)
z€Dy j =
Since the fluid queue is time-homogeneous and E* memoryless, then (6.28) is equal to

/ ) / TeMPX (1) € (de )t € T | X(5) = (gesages ). u)o 7 < EV(a).
v (6.29)

Therefore, we have shown (6.26) converges to (6.29) as p — oo.
Returning to the right-hand side of (6.23), taking the limit as p — oo, and recalling
the limits in (6.25) and (6.29), then

lim 3 /D/ eMPYD () = (£, da, )t € TP | Y(0) = (0, v, j)) dtw()

p—)OO
Jjn€S
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P(Y P (n) = (£,7,), 7 < B> | Y (0) = y)

| PO = (6 et € T 1Y (0) = () dewo)

= Z lim /
pP—r00

ines 2€Dy
lim P(YP (n) = (€. ju). 7" < B* | YP(0) = y)
-> / eMP(X (1) € (dr, ).t € TX | X(5Y) = (gragines ), n) 75 < )
ies xEDM t=0
PX (7 (yz+1(]nes i < BN X(0) = (20,1)
/ / ) € (du,j),t € TX | X(0) = 20, 0(0) = pb(a) dt,  (6.30)
z€Dy

where the first equality holds since the sum is finite and the limits exist, and the last
equality holds from the law of total probability.
Hence, we have shown

Lemma 6.6. For (,ly € K,i,5 €8, n>0, then, as p — oo,
[ [ PO = eyt e T 1Y (0) = o)l e
t=0 CEEDZJ
—>/ / € (dz,j),t € T, | X(0) = (wg,1))tp(x) dt. (6.31)
t=0 IG'Dg]

6.2.3 Intermezzo: A domination condition

Our aim is to prove convergence of

e /D = (£, dz,) | Y(0) = go)u(x) dt

= / ekt/ ZP(Y(P)(t) = (¢, dz, j),t € 7;(1’) | Y (0) = yo)b(z) dt
t=0 QCED[j n=0
/ / N = (£, dz,§),t € TP | Y(0) = yo)vo(x)dt  (6.32)
n= 0 t=0 xrEe Z]

where the swap of the integrals and sums is justified by the Fubini-Tonelli Theorem. Now,
(6.32) is an infinite sum of terms appearing in Lemma 6.6. Hence, upon taking the limit
of (6.32), if we can justify the swap of the sum and the limit, we will obtain the desired
result. To this end, we show a domination condition in Corollary 6.9 so that we may apply
the Dominated Convergence Theorem. First, we need a couple of intermediate results.
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Lemma 6.7. Foralli € S, US_, andn > 2,
P<7_n S E/\ ’ ¢(Tn71> = 7;77_7171 S E/\) S b> (633)

where

Var(Z) ¥
b= 1— —v(A+e) 1— ve—=AA/lemin] + + , ,
max { e [ e ] = |79 Y

Var (Z)
-2

’7"2‘ S 2G + 2L€

9
and v = max;es, us. —1Li/|ci|-

Note that b and r; depend on p which has been suppressed to simplify notation. When
explicitly needed, we use a superscript p to denote this dependence.

Proof. For the QBD-RAP, orbit restart epochs can only occur when i € S, US_.

Suppose that the phase at time 7,,_; is ¢ € S, and that at time 7,,_; the QBD-RAP
is not at a boundary. The arguments for an initial phase ¢ € S_ are analogous. For an
orbit restart epoch to occur, either;

1. the QBD-RAP remains in phase ¢ until the orbit restart epoch occurs, or

2. the QBD-RAP changes phase before there is an orbit restart epoch, after which the
orbit restart epoch occurs eventually.

Hence, for sample paths which contribute to the Laplace transform, one of two things
must happen, either;

a) the phase remains i until there is an orbit restart epoch and E* does not occur
before the orbit restart epoch, or,

b) the phase changes before there is an orbit restart epoch and E* does not occur
before the orbit restart epoch.

The probability of a) is
/ a5t seTi=Nelleil g — oTa= VA leil 4 ) (6.34)
=0

by Lemma 5.11.
The probability of b) is

. A+e
| acSted e Ty el da = [ acSred N (T e do
=0 =0
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+ / aeSTec TN/l (T /e  dz. (6.35)
r=A+e

Now, since ae%e < 1 for x < A + ¢ then the first term on the right-hand side of (6.35)

is less than or equal to

Ate A+e
/ TN edls () da < / (Tilleile (T o) dar = 1 — T/ lel(B4e)

=0 =0

o Var(2)
By Chebyshev’s inequality, ae”*e <

for x > A+ ¢, hence the second term on the

£
right-hand side of (6.35) is less than or equal to

/ﬁ :ﬂ};mr&wmejwwwdmé ng
r=A+e € )

Putting these together, then the right-hand side of (6.35) is less than or equal to

Var(Z)

1 — eLi(At+e)/leil o
2

(6.36)

Combining (6.34) and (6.36), then P(7, < E* | ¢(7,_1) = i,7n_1 < E?) is less than or
equal to

eTii=NA/leil Iro| +1— elii(Ate)/leil Vng)
£
1 — Talarelal [1 _ (T lel] 4 VMEZ ) ¢ Iral
Var(Z
=1 — ¢ V(Ate) [1 — eva—/\A/Icmmq + g ) + |74, (6.37)
£

since —Ty;/|c;| < v and AA/|c;] < AA/epin for alli € SE US_.

Now consider the QBD-RAP at a boundary. To leave the boundary there must be
at-least one change of phase before E*. By a uniformisation argument, the probability of
at-least one change of phase before E* is less than or equal to /(v + ). O

Lemma 6.8. Forn>2,ie S, US_,
P(r, < E* | ¢(my) =i,7 < E*) <™ (6.38)

Proof. The proof is by induction.

For the base case, set n = 2 and apply Lemma 6.7.

Now, assume the induction hypothesis P(7,_1 < E* | ¢(11) = i, 71 < E*) < "2 for
arbitrary n > 3.
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Since {7,,_1 < E*} is a subset of {7, < E*}, then
P(r, < E* | ¢(n) =4, < E*) =P(r, < E* 7, 1 < E* | ¢(n) =i, < EY).  (6.39)

Now partition (6.39) on the phase and level at time 7,,_1,

> > P < EMN7uct S BN L(ac1) = baet, 8(Tn1) = Jor | 6(11) = i,71 < B

n 1€’C]n 1ES
Z Z P(Tn S EA ‘ L(Tn—1> - gn—la ¢(Tn—1) - jn—l;Tn—l S E)\)
anlelcjnfle‘s

X P(L(Th-1) = ln-1,0(Tn_1) = Jn_1,Tn1 < E* | 6(11) =4, 71 < EY), (6.40)

by the strong Markov property of the QBD-RAP and the fact that A(7,-1) = c.
By Lemma 6.7 (6.40) is less than or equal to

Z Z bP Tn 1 —gn 1¢(Tn 1)—jn 1y Tn— 1<E |¢(7—1):i77—1§E/\>

Ln—1€EK jn—1E€S
= bP(Tn_l S E)\ | ¢(T1) = i,Tl S E/\)
<b-b"? (6.41)

by the induction hypothesis, and this completes the proof. O

Corollary 6.9. For yo = ({y, ag,i(x0),1), A > 0, o, 0 € K, 4,57 € S and any bounded
function ¢ < F, then

€ (¢, dx,5),t € T | Y(0) = yo)y(x) dt| < (6.42)

€Dy j

Proof. First, since |[¢(z)| < F, then the left-hand side of (6.42) is less than or equal to

e P(Y(t) € (¢, dz,j),t € T, | Y(0) = yo) F dt
t=0 CEED@J
= / e MP(Y (t) € (0, Dy ,5),t € Tp | Y(0) = yo)F dt. (6.43)
t=0

Partitioning on the time of the first orbit restart epoch, 71, and the phase and level at
time 71, and using the strong Markov property, (6.43) is equal to

[e¢) t

/ B_At/ Z P(Y(t) € (ga D@,jaj)at € 7;1, ’ Ya<1) = <£17j1)77_1 = ul)

t=0 ”LL1:0 j1€$
f16{€o+1,€0750—1}ﬁ’C

P(Ya(1) = (£1,51), 71 € duy | Y(0) = yo)F dt
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[e%s} t
—[ e S P(Y(1) € (LD )t~ € Toy | Y(0) = (b, 0, 1))
t=0 u1=0

J1ES
fle{fo-‘rl,fo,fo—l}ﬁ’c
P(Ya(l) = (glajl)aTl € du1 ’ Y(O) = y())th, (644)

by the time-homogeneous property of the QBD-RAP. By the convolution theorem for
Laplace transforms, (6.44) is equal to

Z /t:) e MP(Y (t) € (¢, Dy j),t € Toot | Y(0) = (01, j1)) dt

J
f1€{€0+1,€0,f0—1}ﬂ/<

X / e_AUIP(Ya(]-) = (617.]‘1)’7_1 € dU1 | Y(O) - yO)F

u1=0

= > / e MP(Y (t) € (0, Dy, §),t € Tuor | Y(0) = (01, v, 1)) dt
J1€8 =0
Zle{ﬂo-i-l,ﬁ(),fo—l}ﬂlc
X P(Ya(1) = (01,51), 11 < E* | Y(0) = yo)F. (6.45)

Since {Y (t) € (¢, Dy, j),t € T} C {t € T,,}, the expression

/ e MP(Y (1) € (6, Dyjy )t € Tn | Y(0) = (61, 00, 1)) dt
t

=0

< / e MP(1, <t|Y(0) = (41, 51)) dt
t=0
S bn—l G—At dt
t=0

— bn—l

(6.46)

Y

> =

where the second inequality holds by Lemma 6.8.
Using the bound (6.46) in (6.45) gives

1 1
oY WTPYa() = (G).m S B Y(0) = g0)F SBTSE(647)
j163f16{60+1,5071}ﬂ’C

by the law of total probability. This concludes the proof. O

6.2.4 Global convergence

Finally, we combine the convergence result of Lemma 6.6 and the domination condition
from Corollary 6.9 via the Dominated Convergence Theorem to establish convergence of
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the Laplace transform of the QBD-RAP given by
[ [ o = 0 aed) YO0 = uw)d (6d8)
t=0 €Dy, ;

We start by partitioning (6.48) on the number of orbit restart epochs by time ¢ to get
/ GM/ Y PEYY(1) € (¢ dz,j).t € TP | YP(0) = yi”) diyy ()
t=0 $6ng n=0

= / =y / POYP(t) € (¢, dw, j).t € TO | YP(0) = y) dt(z).  (6.49)
n=0 v t=0 z€Dy ;

We can justify the swap of the sum and integrals since

/ e / Y PYP(t) € (¢, de, j),t € TP | YP(0) = y”) dtfoy(x)]
t=0 z€Dyj p—0

< / ey S P(YP (1) € (¢, du,j),t € TP | YP(0) = y) dtF
t=0 €Dy 5 p—0

< / e MdAtF
t=0

<lp

< X < 0

so the Fubini-Tonelli Theorem applies.
By Lemma 6.6, each term in the sum (6.49) converges. Furthermore, for n > 1,

each term is dominated by (b(p))n_1 F/\, from Corollary 6.9. The dominating terms

(b(”))n_1 F/X depend on p and may not be summable. However, for p sufficiently large,
there exists a py < oo and a B with B < 1 such that b® < B for all p > py. Hence, we
can apply the Dominated Convergence Theorem to (6.49) and establish

p—o0

> [ [P € (b o)t e T YO0) =y diota)
CEEIDZJ' =

— Z/t:o /xGDM € (da,j),t € T, | X(0) = (0,4))¢(x)dt. (6.50)

where Lemma 6.6 gives the limits of the terms in the sum. Swapping the sum and integrals
and by the law of total probability, then (6.50) is equal to

/t:]e—/\t /GD ‘ZP(X(t) € (de, )t € TX | X(0) = (zo,0))i(z) dt
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:/t: /xe% € (dz,j) | X(0) = (x0,7))¥ () dt.

The swap of the sum and integrals is justified as
[ e[S € (deg)t € T X(0) = (o )lute)] de
t=0 mEng n=0

< /zemj 2_PX(t) € (dn,),t € TX| X(0) = (z0, ) deF

< / e MdAtF
t=0

1

so the Fubini-Tonelli Theorem applies.
Thus, we have shown the following result.

Lemma 6.10. For all {y,l € K, 1,5 €S, 9 € Dy, as p — 00,

/t 0 / - = (£, dz,j) | Y(0) = y)ip(x) dt
- /t: /GD € (dz,j5) | X(0) = (w0,2))¢(x) dt.

Lemma 6.10 establishes a convergence for a given interval Dy, ¢ € IC, and phase j € S.
We now formally extend this to a global result. To do so, we find it convenient to re-write
the problem in terms of expectations.

Let R(L( ), A(t), #(t)) be the random variable with density function A(t)vr e (),
T € Dr),¢), then

=0

/:O e VE [w(R(L(t), A(t),0(1)), ¢(1)) | Y (0) = yo | dt

:/ /./ € (t, da, ) | Y(0) = yo)ave, ()i (x) dr di
e acA (EEDe]
jES
/ / € (¢, de,5) | Y (0) = yo)b(x) d, (6.52)
ek t=0 l‘E'DgJ
jES

and the terms in the last line are those in Lemma 6.10.
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Corollary 6.11. Let ) : R x S — R be an arbitrary, bounded function with | (-, )| < F.
For eachi € S, ly € K, g € Dy, 4,

/OO —>\tE

%/ eME[H(X (1)) | X(0) = (z0,7)] dt.

PR(LO (1), A1), 6)(1)), ) (1)) | Y7)(0) = yé”] dt

Proof. Consider the left-hand side

=0

/ _MZZE[ R, AP (1), 1), HLLP () = £, (1) = 5)) | YP(0) = (p>] gt

/ o [wmw(w, AP (1), 6 (1)), 6 (1)) | YV (0) = yé”] dt

LeK jES

=22 / AtE[ R(E AW (1), 1), DULD(E) = £,67(t) = 1)) | Y¥(0) :y((’p)] B

LeK jeS$
(6.53)

where the swap of the summations and integrals is on the last line justified since v is
bounded and by the Fubini-Tonelli Theorem. By Lemma 6.10, for each £ € K, j € S, the
terms

=0

/tooe”E[wm(e A1), 5),5) AL (LP (1) = £,67 (1) = 1)) | Y7(0) = yép’] dt

converge to

/t " NE [B(X (D)X (1) € (Dy. ) | X(0) = (w0,1)] d

=0

If K is finite, we are done upon taking the limit of (6.53) as p — oo and swapping the
limit and the sums.

If K is countably infinite, then for a given k € IC, since 9 is bounded,

jES

<FZ/ e ME|1

JES

S [ e [ww, AP (0), ), 6P (O)LLP(B) = £,69(2) = 1)) | Y(0) - yé”] a

D) = £.6P (1) = ) | Y(0) = yé“] dt
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_F / e NP(Y (1) € (6,Dy;,5) | Y (0) = ) dt
t

=0

< FP(r)y < BN YP(0) = y), (6.54)

observing that, to be in level £ after starting in level ¢y, there must be at least [y —¢| orbit

restart epochs. By Lemma 6.8 (6.54) is bounded by (b(p))le_éo'_1 for [¢ — 4y| > 2 and by 1
otherwise. Now, choose py sufficiently large so that b®) < B < 1 for all p > po. Therefore,
for all p > po, the terms in (6.53) are dominated by F min{B/*=%/=1 1}. Moreover,

> 2
FY min{B 1 1} <2) "B+ 1= i<
e n=1

hence the dominating terms are summable. Hence, we may apply the Dominated Conver-
gence Theorem to swap the necessary limits and sums, from which the result follows. [

Theorem A.7, The Extended Continuity Theorem for Laplace transforms, can now be
used to establish weak convergence of the QBD-RAP approximation scheme (in space and
time) to the fluid queue.

Theorem 6.12. For all y(()p) = (¢, a((zs?i(xo),i), by €K, xg € Dy, i €S, and any bounded
function ¢ : R xS — R, then

E [G(R(LO (1), AV (1), 67 (1)), 67 (1)) | Y(0) = | — E[6(X () | X(0) = (wo,7)]

weakly int as p — 0.

Proof. Combine Theorem A.7 with the convergence of Laplace transforms in Corollary 6.11.
O

Ideally, we would like to obtain a point-wise convergence result in the variable .
However, to date, this has eluded me. Although

E[v(X (1)) | X(0) = (20,1)]
is a continuous function of ¢ (it is a Feller semigroup), and, for p < oo,
E [U(R(LY (1), AV(1), 67 (1)), 6(1)) | Y (0) = |
is continuous in ¢, the limit

lim E [@ZJ(R(L(p)(t),A(p)(t),gb(p)(t)), ¢(p)(t)) | Y(p)(O) _ y(()p)]

p—o0
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need not be continuous in ¢. Nonetheless, we can claim that
E [G(R(LY(1), AP (1), 62(1)), 6 (1)) | Y 2(0) = 9’| - E[(X () | X(0) = (a0,7)

for almost all ¢t > 0. At such values of ¢, since ¢ is arbitrary and bounded, then The
Portmanteau Theorem A.4 states that the QBD-RAP approximation scheme converges
in distribution to the fluid queue.

A sufficient condition to upgrade the convergence from weak to point-wise (in the
variable t) is to show that for t > 0

sup E [(R(L(1), AV (£), 6(1), 67(1)) | Y¥(0) = '] < M (1) < o0

p

and the sequence E [w(R(L(p)(t),A(p)(t),¢(p) (), 0@ (1)) | YP(0) = y(()p)] is eventually

equicontinuous in ¢. That is, for every € > 0 there exists a §(¢,¢) > 0 and a py(t,¢) such
that |t — u| < 0(¢,¢) implies that

E [w(R(LY (1), AP(1), 6 (1)), 67(1)) | Y (0) = |

—E [w(R(L(p) (u), AP (w), ¢(p)(u)),¢(p)(u)) | Y(p)(O) _ yép)] <e

for all p > po(t, ).

6.3 Extension to arbitrary (but fixed) discretisation
structures

To conclude this chapter we include some remarks on how to extend the convergence
results to arbitrary discretisation structures.

Throughout, we have assumed that all intervals are of width A, i.e. |yp1 — ye| = A,
and that on every interval the dynamics of the fluid queue are modelled based on the
same matrix exponential representation (e, S,s). These assumptions are, in fact, not
necessary, but they do serve to simplify the presentation slightly. The convergence results
can be extended to use different sequences of matrix exponential representations on each
interval, provided that for each sequence of matrix exponential distributions, the variance
tends to 0. Moreover, we can extend the results to intervals of arbitrary width, provided
that the width of the intervals is not arbitrarily small. Here we describe how one would
prove such results.
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The arguments which prove Theorem 5.8 are independent of all other levels/intervals,
that is the hypotheses of the theorem depend only on the interval/level ¢y, and the se-
quence of matrix exponential distributions used to model the behaviour of the fluid queue
on this interval/level, and not on any other interval/level. Thus, Lemma 5.8 holds inde-
pendently on each interval, as does Corollary 5.20.

Let the width of interval ¢y be Ay, = y4,+1 — Yo, and suppose that sequence of matrix
exponential random variables used to model the dynamics of the fluid queue on the
interval ¢, is Zéf ), Regarding the domination condition in Lemma 6.7, we can extend
it the following version,

Lemma 6.13. Assume inf,, Ay, > 0 and sup,, Var(Zy,) < co. Then, for alli € S, US_,
ly € K°, and n > 2,

P(ri) < BM | YV (n — 1) = (£o,1), 7y < EY) < b (6.55)
where
4o = 1 — o) [1 - o lennl] var(Z,') RCY
A (et ) 1,00
and
Var (Zé?)
r?) | < 26—+ 2Ll
’ (5(19))
Lo
Hence, for allt € S, US_, andn > 2,
P(ry < B [ P(n) = im0 < BY) <47, (6.56)
where
bP) = max { su b(p), ,
{ PP
and sup,, bg‘s) < 1 for p sufficiently large.

Proof. For the proof of (6.55) follow the same arguments as in the proof of Lemma 6.7.
The bound in (6.56) follows by the assumptions in the statement of the lemma, since

P(riP < BN | o®(77) = i, 7", < BY)

<supP(r®) < B | Y P (n — 1) = (4y,4), 1", < EY)
Lo

q
< max {sup Sy

Now, let pys, be such that b(p) < 1 for all p > py, and let p* = sup,, py,. Since K° has
finitely many elements, then p* is finite and therefore sup,, b( < 1 for all p > p*. n
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Given Lemma 6.13, then an equivalent of Lemma 6.8 remains true, the proof of which
follows verbatim except with the use of Lemma 6.7 replaced by Lemma 6.13. Corollary 6.9
remains true without modification. Lemma 6.10 and Corollary 6.11 remain true without
modification provided that plg& Var(Zép 1) = 0 for all £.

Remark 6.14. [ suspect that the convergence results can also be extended to approximat-
ing so-called multi-layer fluid queues, as described in Bean € O’Reilly (2008).
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Chapter 7

Numerical investigations

We have now established multiple schemes for approximating fluid queues which are suit-
able for approximating the performance measures of fluid-fluid queues derived in Bean &
O’Reilly (2014). This chapter investigates, numerically, various aspects of the approxi-
mation schemes. Throughout, we compare the QBD-RAP scheme (from Chapter 4), the
discontinuous Galerkin scheme (as described in Chapter 3, with and without slope lim-
iting), and the spatially-coherent uniformisation scheme introduced by Bean & O’Reilly
(2013a).

The performance of the discontinuous Galerkin scheme has been well-studied in some
contexts (Cockburn (1999), Hesthaven & Warburton (2007) Section 5.5), and it is well-
known that the discontinuous Galerkin scheme performs remarkably well on problems
with smooth solutions. Here, we mostly focus on investigating the numerical performance
of the schemes on problems with non-smooth solutions. The purpose is to emphasise the
probabilistic interpretation and positivity-preserving properties of the QBD-RAP scheme.
In the stochastic modelling community it is common to have problems with discontinuities,
such as non-smooth initial conditions, hence the type of problems we investigate in this
chapter are of relevance. As we will see (in Section 7.5), even if a fluid-queue is initialised
with a smooth initial density, the boundary dynamics may induce transient discontinuities
or non-smooth behaviour into the problem. A very specific set of conditions on the initial
density and point masses must hold for the transient distribution to remain continuous as
it evolves over time (Bean & O’Reilly 2014, Bean, O'Reilly & Palmowski 2022). Further,
it is possible that discontinuities are present in the performance measures of fluid-fluid
queues (see, for example, Section 7.7). Limiting distributions of fluid queues are smooth,
however.

The experiments demonstrate that the DG scheme can perform extremely well when
the true solution is sufficiently smooth. However, when discontinuities are present in the
true solution, the DG scheme can lead to approximate solutions which are oscillatory
and this may lead to approximate solutions which violate the axioms of probability, such
as approximations to PDFs which take negative values (equivalently, approximations to
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CDFs which are non-increasing), and in the worst cases, approximations to CDFs which
take values outside [0, 1]. Hence, there is a need for schemes which ensure the axioms of
probability are maintained.

By design, the QBD-RAP scheme, uniformisation scheme, and DG schemes with slope
limiting, produce approximations which obey the axioms of probability, i.e. produce
approximations to PDFs which are non-negative, and CDFs which are non-decreasing,
and [0, 1]-valued.

We implement two slope limited DG schemes, the DG-lim and DG-lin-lim scheme,
which we describe in more detail in the next section. The numerical experiments demon-
strate that the DG-lim scheme does not lead to a viable approximation scheme in the
presence of discontinuities, while the DG-lin-lim scheme results in a relatively performant
approximation scheme for the discontinuous problems considered here. In general, the
QBD-RAP scheme performs similarly to the DG-lin-lim scheme, while the uniformisation
scheme is a viable approximation method, but produces larger errors than the QBD-RAP
and DG-lin-lim scheme, for the examples considered here. When slope limiting is used,
the resultant approximation is at best linear around discontinuities. Moreover, there is
a computational cost in applying a limiter (or filter), which could be significant, partic-
ularly if many initial conditions are to be considered. In contrast, for the uniformisation
and QBD-RAP, the approximate solution is guaranteed to produce positive probabilities
without any post-processing or extra computation.

Although we have been unable to supply a rigorous argument to show that we can
use the DG approximation to the generator of a fluid queue to approximate performance
measures of fluid-fluid queues, such as the operator ¥, we can rely on the intuition that
substituting the DG approximation for the true operator should give reasonable results,
and further, assume that the resulting approximations are polynomial.

On the other hand, using the stochastic approximations (QBD-RAP or uniformisa-
tion), results in rigorously defined operators as proved in Bean et al. (2021).

In summary, the QBD-RAP and uniformisation schemes are the only two schemes
which result in rigorously defined approximations, preserve the axioms of probability,
and, of the two, the numerical experiments demonstrate that the QBD-RAP method is
superior.

7.1 Preliminaries

Before presenting the results of the experiments, we need to describe some aspects of the
approximation schemes in more detail, which we now proceed to do.

The main focus of the numerical experiments is on the error as the number of basis
functions per cell is increased. In the numerical experiments the number of basis functions
used to approximate the solutions is the same on all cells and the number of basis functions
on a cell (and hence all cells) is referred to as the dimension of the scheme. For the
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discontinuous Galerkin scheme, the dimension of the scheme means is the number of
polynomial basis functions used to approximate the solution within each cell. For example,
if we use 3 basis functions in the discontinuous Galerkin scheme, we approximate the
solution by 3 linearly independent quadratics on each cell and hence the approximation is a
quadratic on each cell. For the QBD-RAP scheme, the dimension of the scheme is the order
of the CME distribution used to construct the scheme. To make a comparable equivalent
for the uniformisation scheme, we divide each cell into smaller sub-cells over which we
approximate the solution. That is, for a dimension p uniformisation scheme we divide
each cell into p sub-cells. Equivalently, we may think of a dimension p uniformisation
scheme as using p piecewise constant functions to approximate the solution on each cell.
For all schemes (DG, QBD-RAP and uniformisation), if we construct a dimension p
approximation, there are K cells, N phases and ¢; # 0 for all ¢ € S, then the resulting
approximation to the generator B is a square matrix of dimension p/ K N+ N.* In this sense
each approximation scheme leads to matrices of the same order (although not necessarily
the same number of non-zero elements).

We investigate two slope-limited schemes. In the scheme we refer to the DG-lim
scheme, we use a DG scheme of dimension p and apply the Generalised MUSCL slope
limiter as described in Section 2.5.2. In the DG-lin-lim scheme, we follow the construction
described in Section 2.5.4, which is effectively a DG scheme with cells of width 2A /(p+1),
for p =1,3,5,...,21, and a basis of dimension 2 (linear) on each cell, with an upwind flux,
and we apply the Generalised MUSCL limiter. Thus, the DG-lin-lim scheme uses p + 1
basis functions to represent the solution on each of the original cells Dy, and we define
the dimension of the scheme to be p+ 1. In the presence of discontinuities, slope-limiting
forces the approximation to be linear, i.e. an order 1 polynomial, around the discontinuity.
For DG schemes of dimension greater than 2 with a slope limiter and in the presence of
discontinuities, the ability of the scheme to represent higher-order polynomials is not
well-utilised as the slope limiter forces the solution to be linear anyway. The DG-lin-lim
scheme recognises this and instead of using higher-order polynomials, uses piecewise-linear
functions and smaller cell widths to approximate the solution.

To keep the content of this chapter contained, we do not investigate all aspects of the
schemes. For each numerical experiment we keep the number of cells, K (equivalently, the
cell size, A), fixed for the DG and QBD-RAP schemes. As part of deriving a discontinuous
Galerkin scheme, one needs to choose the numerical flux which is used to approximate
the transition of density from one cell to the next (Hesthaven & Warburton 2007). We
investigate schemes with an upwind flux only. We do not investigate filtering for the DG
scheme.

For schemes which require us to integrate over time we do not investigate the stabil-

*There are pK basis functions for each phase which approximate the solution on the interior of the
domain, hence pK' N basis functions in total, plus an additional N dimensions to capture boundary
conditions.
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ity of the schemes with respect to the t-step-size, or the time-integration scheme itself
(where required). Instead, we fix the time-integration step size for each numerical experi-
ment at a suitably small value to obey a certain stability criterion (a CFL-like condition,
(Hesthaven & Warburton 2007, Section 4.8)). Moreover, we always implement the strong
stability preserving Runge-Kutta method of order 4 with 5 stages (Spiteri & Ruuth (2002),
Hesthaven & Warburton (2007) Section 5.7, see also Section 2.5.1), which is claimed to
introduce no more oscillations into the solution as we integrate over time.

Where a slope limiter is implemented, we implement the Generalised MUSCL limiter
(Cockburn (1999), Hesthaven & Warburton (2007) Section 5.6.2, see also Section 2.5.2).

In this chapter, all the error plots are on a log;,-log;, scale. If the error function takes
the form error = 3ip”t, where p is the dimension of the scheme, then the log;,-log;, will
show a linear trend since log,q(error) = By + B1log(p), where By = logyo(55). Where
relevant, to estimate the asymptotic rate of convergence, 31, we estimate the slope of the
line log,,(error) = By + 51 logyo(p) using ordinary least squares and the last eight data
points of each line. The estimated linear trends are plotted and the slope of the line is
displayed to the right of the plot.

The structure of this chapter is as follows. In Section 7.2 we compute approximations
to various initial conditions for the different schemes and observe their performance which
allows us to investigate the performance of the reconstruction methods without consid-
ering a specific model or any dynamics. In Section 7.3 we investigate travelling wave
problems with various initial conditions. For the travelling wave problem the dynamics
are deterministic, which means that the solution is known, and we do not need to resort
to simulation as a ground-truth. Furthermore, the travelling wave problems allow us to
investigate the ability of the schemes to approximate the flow of probability across cells
without any stochastic dynamics. Next, we investigate a simple fluid queue with two
phases. Section 7.4 investigates approximations to the limiting distribution of the queue,
Section 7.5 investigates approximations to the transient distribution of the queue for two
initial conditions, and Section 7.6 investigates approximations the first hitting time of the
fluid level on the set {0,1}. Lastly, we apply the approximation methods to a fluid-fluid
queue in Section 7.7, compute approximations to ¥ and ultimately, approximate the dis-
tribution of {(X (¢w({0})), ©(Cw ({0})))} at time Gy ({0}) at which {W(¢)} first returns
to 0.

On the application of the QBD-RAP approximation to approximating opera-
tors of fluid-fluid queues. A few remarks about applying the QBD-RAP approxima-
tion to approximate fluid queues and operators of fluid-fluid queues from Bean & O’Reilly
(2014) are in order.

Despite the construction of the QBD-RAP in Chapter 4 and the proof of conver-
gence to the fluid queue spanning Chapters 5 and 6 being relatively technical, the actual
computations involved are relatively simple once we have the generator of the QBD-RAP.
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Construction of the generator matrix of the QBD-RAP, B, is a matter of obtaining the
parameters a, S and s of a concentrated matrix exponential distribution from Horvath,
Horvath & Telek (2020), computing the matrix D as in the last part of Section 4.2.3,
then assembling the parameters into the block-tridiagonal form of the generator as in
(4.18)-(4.22) and including boundary conditions as in (4.24)-(4.25). The initial vector of
the QBD-RAP, a = (ax;)ies.rex, can be constructed as discussed in Section 4.6, perhaps
using numerical integration depending on the choice of initial condition. This completes
the construction of the QBD-RAP.

Having constructed the QBD-RAP generator and initial condition, approximations to
the fluid queue can be obtained relatively easily. In fact, from this point onward, the
computations for the QBD-RAP approximation and the uniformisation approximation
are essentially the same. For example, to approximate the transient distribution of the
fluid queue at time ¢ the expected orbit positions in each phase and level, E[A(¢)1(L(t) =
¢, ¢(t) =1)], can be found by computing

(E[A(t)1(L(t) = £, ¢(t) = 1)])icseex = aexp(Bt),

which we compute numerically via the SSPRK integration scheme in Section 2.5.1. For
the QBD-RAP approximation, the approximation to the transient density of the fluid
queue can then be obtained from E[A(t)1(L(t) = ¢, ¢(t) = i)] as discussed in Section 4.7.

To approximate operators of fluid-fluid queues with the QBD-RAP we need to approx-
imate the operator R, defined in Lemma 2.1. Recall from Section 3.5.1, in the context of
the DG scheme we could approximate R as a projection. In the context of the QBD-RAP
scheme it is less clear how one can approximate R, in general. If the rate functions r;(x)
are piecewise constant with r;(z) = 7% on cell Dy ;, then a suitable approximation for RY is
1/|r¥|I,, a diagonal matrix with 1/|r¥| down the diagonal — this is the case in the numer-
ical experiments in Chapter 7. For more general cases we could consider approximating
ri(z) by a piecewise constant function, then apply the method above.

Next, the approximation ¥ is computed by solving the matrix Riccati equation
D" +9YD " U+ DU 4+ ¥D T =0, (7.1)

where
D™ = R™(B™ + B™(B")"'B"), m,n € {+,—},

and B™ m,n € {+,—,0} are matrices of parameters extracted from the QBD-RAP
which approximate B™". For example, B*~ is obtained by extracting all the elements of
B which correspond to starting in phase i in level k£ and ending in phase j in level ¢ and
have r;(z) > 0 for z € Dy; and rj(x) < 0 for x € Dy ;. Given the stochastic interpretation
of the QBD-RAP scheme, and assuming the rate functions r;(z) are piecewise constant
with r;(x) = r¥ on each cell Dy ;, the QBD-RAP approximation of the fluid-fluid queue

forms a RAP-modulated fluid process (Peralta Gutierrez 2019, Bean et al. 2021). Hence,
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the approximation W has a stochastic interpretation in terms of the first-return operator
of the RAP-modulated fluid process. This is important. Equation (7.1) determines, but
does not define ¥. When we use the DG scheme to approximate W we still solve (7.1)
(with the DG approximation to the generator B), however, this does not define what the
solution means in terms of the fluid-fluid queue (other than it is the solution to (7.1)).
In comparison, there is a rigorous definition of ¥ when the QBD-RAP scheme is used in
the approximation (Peralta Gutierrez 2019, Bean et al. 2021).

By Proposition 4.3 of Peralta Gutierrez (2019), for the QBD-RAP scheme the ap-
proximation W has the property 1 = 1 as long as the event that level process of the
RAP-modulated fluid returns to 0 in finite time occurs with probability 1.

Third, note that unlike the positivity preserving DG schemes which use slope limiting
which are not linear operators in the presence of oscillations, the operator obtained via
the QBD-RAP approximation scheme is linear.

Lastly, a comment on expected accuracy of the QBD-RAP scheme. For p odd,
Horvath, Horvéth & Telek (2020) estimate that the variance of the class of CMEs de-
creases at order 1/p*!* asymptotically. Hence, we might expect the rate of convergence
of the QBD-RAP scheme to be approximately order 1/p? for certain problems. This is in
line with the positivity preserving DG scheme mentioned in 2.5.4.

7.2 Function approximation/reconstruction

We start our investigation by looking at how well the schemes perform at approximating
an initial condition. By approximating the initial condition only, we aim to investigate
the performance of the approximation schemes without any dynamics.

For the discontinuous Galerkin method, we project the initial condition on to the
set of polynomial basis functions which define the scheme, for the spatially-coherent uni-
formisation scheme, we look at the sub-cell averages of the initial condition, and for the
QBD-RAP scheme, we compute the initial vector for the approximation, then reconstruct
the solutions as described in Sections 4.6 and 4.7. For the purposes of approximation
and reconstruction for the QBD-RAP scheme we must orientate the initial condition in
a positive or negative direction; here we suppose that the initial conditions belong to
a positive phase. First we investigate the three closing vectors from Section 4.7 which
we can use for the reconstruction in the QBD-RAP scheme. From the investigation, we
decide to use the closing vector (4.34) throughout the rest of the chapter.

In this section we consider approximating initial conditions over a single cell of width
A = 1. To numerically evaluate integrals arising in the approximation step (inner products
and cell averages) we use a trapezoidal rule with 10,001 function evaluations. Similarly,
we use 10,001 function evaluations to approximate LP errors, and also as a finite set of
points over which to compute the Kolmogorov-Smirnov (KS) statistics.



7.2. Function approximation /reconstruction 169

7.2.1 (QBD-RAP closing operators

We investigate the three closing operators introduced in 4.7. For convenience, we restate
the three closing operators from Section 4.7 here. The unnormalised closing vector,

av(r) = ae’’s. (4.32)
A normalised version of the closing operator in Equation (4.33), with the normalised
version given by

a (GSIS 4 eS(ZA—I) 8)

|~ acs%Ag (4.36)

av(z) =

We refer to the closing operator in (4.36) as the non-linear normalised closing operator.t
The third closing vector we investigate is given by

av(z) = a (€575 + e5F=2)) [[ — 28] ' g, (4.34)

which we refer to as the normalised closing operator.

L2 error - PDF
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Figure 7.1: KS error (left) and L? error of the PDF (right) of Example 7.1 for the three
closing vectors considered; unnormalised (green solid line), non-linear normalised (blue
dashed line) and normalised (orange dash-dotted line). The error curves of the non-linear
normalised and normalised closing vectors are almost coincident. The black dotted lines
are linear least-squares fits to the last 8 data points and the slopes of the least square
lines are written next to the last point.

Example 7.1. First consider approximating the initial condition with density function
2 x 1(x < 0.5), where 1(-) is the indicator function. In the left-hand side of Figure 7.1 we

tTechnically we have not yet proved that the non-linear normalised closing operator leads to a
convergent approximation scheme.
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plot the Kolmogorov-Smirnov error between the true CDF and the CDF constructed via
the QBD-RAP approximation with the three different closing vectors. Interestingly, in
this case, the unnormalised closing operator outperforms the other two at low dimensions.
In this case, it just so happens that the error due to truncation of the unnormalised
reconstruction constructively interferes with other errors to cause the error to be lower at
low dimensions for the unnormalised scheme.

Figure 7.1 also shows that the non-linear normalised and normalised closing operators
perform very similarly — this is the case throughout much of this section. The difference
between the non-linear normalised and normalised closing operators is how they treat
mass in the tail of a matrix exponential distribution (from 2A onward). Intuitively, there
should be very little mass in the tail of the distribution as we are using concentrated
matrix exponential distributions in the reconstruction.

If we instead look at the L? error between the true PDF and the reconstructions in
Figure 7.1 (right), then we see that the unnormalised reconstruction performs the poorest.
Figure 7.1 also suggests the non-linear normalised and normalised reconstruction are very
similar.
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Figure 7.2: KS error (left) and L? error of the PDF (right) of Example 7.2 for the three
closing vectors considered; unnormalised (green solid line), non-linear normalised (blue
dashed line) and normalised (orange dash-dotted line). The error curves of the error
curves of the non-linear normalised and normalised closing vectors are almost coincident.
The black dotted lines are linear least-squares fits to the last 8 data points and the slopes
of the least square lines are written next to the last point.

Example 7.2. Now consider approximating the initial density f(z) = 1 for z € [0,1).
Observing Figure 7.2 of the KS error and L? error of the PDF we now see that the
normalised reconstructions outperform the unnormalised reconstruction. This suggests
that, in this case, the ‘folding’ of the closing operator about A has greatly increased the
ability of the reconstruction to approximate this initial distribution.
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Some insight is gained by looking at Figure 7.3 where we plot the reconstructed PDFs
for the unnormalised (4.32) and normalised (4.34) closing operators for dimension 1, 3,
5 and 7, as well as the true PDF. Observing Figure 7.3 notice that the unnormalised
reconstruction fails to capture the density at the left of each of the plots. This feature
is due to a significant amount of mass being lost due to the truncation. In comparison,
the reconstruction with the normalised closing operator is much better in this region due
to the ‘folding’ around A in the construction of the closing operator. The ‘folding’ in
the normalised closing operator manifests itself as more mass is to the left of these plots
compared to the unnormalised reconstructions.

Dim. 1 Dim. 3 Dim. 5 Dim. 7
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0.8

Density

0.6 | === unnormalised
= = true PDF
=== normalised

04" Lol LA LU '

0 1 0 10 10 1

Figure 7.3: Approximations to the PDF f(z) = 1,z € [0,1) (blue dashed line) for
Example 7.2, constructed using matrix exponential distributions of various dimensions,
and using the unnormalised closing operator (green solid line) and normalised closing
operator (orange dash-dotted line).

Figure 7.3 also shows that both closing operators fail to approximate the initial condi-
tion well at the right-hand side of the interval. A potential area for further research is to
determine if there is a different reconstruction method or another closing operator which
could alleviate this issue.

Example 7.3. Next we consider approximating the initial distribution with density
—62% + 62 on [0,1). Observing the left-hand panel of Figure 7.4 which plots the KS
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Figure 7.4: KS error (left) and L? error for the PDFs (right) of Example 7.3, for the three
closing vectors considered; unnormalised (green solid line), non-linear normalised (blue
dashed line) and normalised (orange dash-dotted line). The error curves for the non-linear
normalised and normalised closing vectors are almost coincident. The black dotted lines
are linear least-squares fits to the last 8 data points and the slopes of the least square
lines are written next to the last point.

error against the dimension of the matrix exponential approximation for the three clos-
ing operators, we once again see that the unnormalised closing operator performs the
worst, while the performance of the two normalised closing operators is indistinguishable.
However, if we instead look at the right-hand panel of Figure 7.4 which plots the L?
error between the reconstructed PDF and the true PDF, then the unnormalised closing
operator performs better than the two normalised ones for dimension 5 and above.

The fact that the unnormalised closing operator outperforms the two normalised ones
can be explained by the ‘folding’ of the normalised operators around A. In Figure 7.5
we plot the reconstructions obtained using the unnormalised and normalised closing op-
erators, along with the true PDF, —622 + 6z. In Figure 7.5 at the left of the plots, we
observe that the normalised closing operator over-estimate the density function, whereas
the unnormalised closing operator looks to be doing better. The ‘folding’ in the nor-
malised closing operator manifests itself as more mass at the left of these plots compared
to the unnormalised closing operator.

Example 7.4. Lastly, we consider approximating the initial distribution with PDF
3e73 /(1 —e~?). This density function is at a maximum at the left of the region. Consid-
ering what we have learnt so far about the unnormalised operator underestimating in this
region, we expect that the unnormalised closing operator will perform relatively poorly
in this case. Indeed, observing Figures 7.6 we see that this is the case; the normalised
closing operators perform relatively well compared to the unnormalised closing operator,
as measured by both error metrics (KS statistic and L? norm on the PDF). Plots of the
PDFs (omitted), confirm that this is due to the loss of mass at the left-hand side of the



7.2. Function approximation/reconstruction 173

Dim. 1 Dim. 3 Dim. 5 Dim. 7

density

1
1 === ynnormalised
= = true PDF

1

1
1
1
1
1
T H
v |f -

iy == normalised
1
0

1

1

Figure 7.5: Approximations to the PDF f(z) = —6z% + 6z (blue dashed line) for Ex-
ample 7.3, constructed using matrix exponential distributions of various dimensions, and
using the unnormalised closing operator (green solid line) and normalised closing operator
(orange dash-dotted line).

region due to the truncation.

Table 7.1 summarises the rates of convergence of the L? error on the PDFs for un-
normalised and normalised closing operators in the examples above (i.e. the slopes of
the black dotted lines in the error plots). In general, the errors of the approximations
obtained using normalised closing operators converge at a rate approximately as fast, or
faster, than the approximations obtained using the unnormalised closing operator.

In summary, the non-linear normalised and normalised closing operators perform al-
most identically. In some cases the unnormalised closing operator can outperform the
normalised closing operators, typically when the mass of the function to be approximated
at the left-hand edge of the cell is low. Further, the rates of convergence for all three
schemes were similar to each other, except for in Example 7.4 where we approximated the
initial condition 3e73*/(1 — e~3); in this case the rate of convergence of the normalised
closing operators was approximately twice as large as the unnormalised version. Given
the results above and its theoretical tractability, we will opt to use the normalised closing
operator in (4.34) for the rest of the numerical experiments.
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Figure 7.6: KS error (left) and L? error of the PDF (right) for Example 7.4 for the three
closing vectors considered; unnormalised (green solid line), non-linear normalised (blue
dashed line) and normalised (orange dash-dotted line). The error curves for the non-linear
normalised and normalised closing vectors are almost coincident. The black dotted lines
are linear least-squares fits to the last 8 data points and the slopes of the least square
lines are written next to the last point.

Example | PDF on [0,1) | /1, unnormalised | /31, normalised
71 | 2x1(z <0.5) “1.07 20.98
7.2 1 -0.99 -0.91
7.3 —622 + 62 -2.72 -2.57
74 | 3e73/(1—e?) “1.11 2.35

Table 7.1: Estimated rates of convergence, 31, of the L? error on the PDFs for unnor-
malised and normalised closing operators in the examples above (i.e. the slopes of the
black dotted lines in the error plots).

7.2.2 Comparison of schemes

Here we compare the ability of the QBD-RAP, uniformisation, and DG schemes to re-
construct initial conditions. With this section we aim to investigate the accuracy of the
reconstruction methods for the numerical schemes without any dynamics.

Example 7.5. First we consider the initial condition with CDF 1(z > 0.5), that is, a
point mass of 1 at 0.5. This distribution does not have a PDF, so we compare the CDF's
only. In Figure 7.7 we plot the KS metric (left) and L! metric (right) between the true
CDF and the reconstructed approximations. Observing the KS metric, it appears that
none of the schemes converge and the KS error sits around 0.5 for all schemes. This
reflects the fact that convergence in distribution implies point-wise convergence of the
CDFs except, perhaps, at points of discontinuity. None of the schemes converge at the
discontinuity at z = 0.5. Observing the L! error between the true CDF and reconstructed
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Figure 7.7: KS error (left) and L' error of the CDF (right) of Example 7.5 for the DG
(blue solid line), uniformisation (orange dashed line) and QBD-RAP (purple dashed line)
schemes. The black dotted lines are linear least-squares fits to the last 8 data points and
the slopes of the least square lines are written next to the last point.

approximation (which is the area between the two CDFs) we now see that the schemes
appear to show the convergent behaviour we expect. Here, for dimensions up to 21, the
uniformisation scheme appears to perform the best, while the QBD-RAP scheme performs
the worst, however the QBD-RAP approximation appears to be converging at a faster
rate and may outperform the DG approximation if a higher dimension is used.

Perhaps it is no surprise that the uniformisation scheme performs best. In the uni-
formisation scheme, as we increase the dimension, we partition the cell [0, 1) into smaller
sub-cells, and use constant functions on each sub-cell to construct an approximate initial
density. As such, the uniformisation scheme can produce a piecewise continuous, linear
approximation to the CDF. In contrast, both the DG and QBD-RAP schemes result in
a smooth approximation to the CDF over the entire cell. Given the initial distribution
is far from smooth (it is a point mass), then we might expect that the uniformisation
scheme will perform relatively well.

In Figure 7.8 we plot approximate CDF's from the DG, uniformisation and QBD-RAP
schemes alongside the true CDF. The DG scheme displays undesirable features for an
approximation to a CDF — it is not monotonically increasing and is not constrained to
the bounds of probability, [0, 1]. On the other hand, although the QBD-RAP scheme con-
verges slowest, it displays good properties in that it results in a monotonically increasing
CDF, starting at 0 and ending at 1. The uniformisation scheme approximates the CDF
exceptionally well.

Example 7.6. Now consider approximating the initial distribution with PDF 2 x 1(z <
0.5). Figure 7.9 plots the KS error (left) and L? error between the true and approximate
PDFs (right). Figure 7.9 suggests that all schemes converge at a similar rate for this
problem. Here, the QBD-RAP scheme performs worst, the uniformisation scheme second,
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Figure 7.8: Reconstructed CDFs using the DG (blue solid line), uniformisation (orange
dashed line) and QBD-RAP (purple dashed line) schemes for Example 7.5. The true
distribution function is 1(z > 0.5) (grey dotted line).

and the DG scheme the best. However, once again the DG scheme exhibits undesirable
properties (plots not shown) — the approximation to the CDF is at some points above 1
and is not monotonic (although these violations do not appear to be as severe in this case
as they were for Example 7.5).

Example 7.7. So far we have considered two problems which exhibit discontinuities. At
the other extreme we now consider an initial distribution with density —6z%+ 6z on [0, 1).
In Figure 7.10 we plot the KS error and the L? error between the true and approximate
PDFs. Since the DG method projects the initial condition onto a polynomial basis, then,
for a dimension 3 approximation and above, the DG scheme can represent the initial
condition exactly. This is reflected in Figure 7.10, where the blue curve drops sharply
from dimension 1 to 3, then plateaus. Due to numerical integration errors, for example
in the evaluation of the integral in the L? norm, the errors for the DG scheme are not 0.
Regarding the other two schemes, they too appear to be convergent at approximately the
same rate, with the uniformisation scheme performing better for the KS error, and both
performing similarly in terms of the L? error.

Example 7.8. Consider now the initial distribution with PDF cos(47(z + 0.5)) + 1.
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Figure 7.9: KS error (left) and L? error of the PDF (right) for Example 7.6 for the DG
(blue solid line), uniformisation (orange dashed line) and QBD-RAP (purple dashed line)
schemes. The black dotted lines are linear least-squares fits to the last 8 data points and
the slopes of the least square lines are written next to the last point.

Figure 7.11 shows the KS and L? errors for the PDF. Both the KS error (left) and L? norm
between the true and approximated PDF's (right) tell a similar story; for sufficiently high
order, the DG scheme approximates the initial condition very well. The uniformisation
scheme performs second best, while the QBD-RAP scheme performs poorest.

Summary

First, we investigated the three proposed closing operators for the QBD-RAP scheme
proposed in Section 4.7. We concluded that the normalised closing operator is most
appropriate, hence we will use it for the rest of this chapter.

Next, we investigated reconstructing approximations to initial conditions for the DG,
QBD-RAP and uniformisation schemes. We observed that the DG scheme performs well
with respect to the error metrics considered, but can display oscillations and result in
approximations which violate the axioms of probability. On the other hand, the uniformi-
sation and QBD-RAP schemes result in non-decreasing approximations to the CDF's, but
can converge slower with respect to the error metrics considered, with the QBD-RAP
scheme often converging the slowest.

This section investigated the performance of the schemes without considering any of
the dynamics of the problem. By doing so, we have gained insights into the performance of
the approximations independent of the dynamics. In the remaining sections we introduce
dynamics into the problem.
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Figure 7.10: KS error (left) and L? error of the PDF (right) for Example 7.7 for the DG
(blue solid line), uniformisation (orange dashed line) and QBD-RAP (purple dashed line)
schemes. The black dotted lines are linear least-squares fits to the last 8 data points and
the slopes of the least square lines are written next to the last point.
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Figure 7.11: KS error (left) and L? error of the PDF (right) for Example 7.8 for the
DG scheme (blue solid line), uniformisation scheme (orange dashed line) and QBD-RAP
scheme (purple dashed line). The black dotted lines are linear least-squares fits to the last
8 data points and the slopes of the least square lines are written next to the last point.



7.3. Travelling wave problems 179

7.3 'Travelling wave problems

Here we investigate the performance of the different schemes for approximating transient
distributions of one-dimensional travelling wave problems with various initial conditions.
Consider a (trivial) fluid queue with one phase, generator T' = [0] and rate ¢ = 1. The
PDE (if/when it exists) which describes this system is

0 0
5 (Z[Z,t) = —%f(l’,t),

where f(z,t) is the density (if/when it exists) at time ¢. Given an initial condition, f(z,0),
solutions to this problem are given by

f(&?,t)zf(l‘—t,())

so the solution at time ¢ is just a shift in the initial condition ¢ units to the right. We
suppose that the fluid queue is bounded, with a lower boundary x = 0 and upper boundary
x = 10. This example is convenient as it has a known solution and no stochastic dynamics,
hence we can investigate the ability of the schemes to approximate the flow of mass,
without any stochastic dynamics.

We use the QBD-RAP, uniformisation and DG schemes to discretise the solution in
space and discretising the interval [0, 10] into 10 cells, each of width 1. We use 10,001
points to approximate the integrals which appear in the construction of the initial con-
ditions, to approximate the integrals appearing in the error metrics, and also as a set
of discrete points on which to evaluate the CDF's to approximate the KS metric. Fur-
thermore, we use the SSPRK4 method to integrate over time with a t-step size of 0.005,
and we evolve the system until time ¢ = 4.} For the DG scheme we also implement the
Generalised MUSCL slope limiter in the form of the DG-lim and DG-lin-lim schemes (see
also Section 2.5.2).

To investigate the performance of the schemes without the need to reconstruct the
function within each cell we use the cell-wise error metric obtained by computing

Y IP(X(4) € Dep(d) = 1] X(0) = 0.5,9(0) = 1) — p(4,£,1)]

+[P(X(4) € {10}, p(4) = 1] X(0) = 0.5,0(0) = 1) — p(4, 11, 1) (7.2)

where
P(X(4) € {10}, p(4) = 1| X(0) = 0.5,¢(0) = 1) (7.3)
is the mass at the boundary, p(4,¢,1) is an approximation to P(X(4) € Dy1,p(4) =1 |
X (0) =0.5,¢(0) = 1), and p(4,11,1) is an approximation to P(X(4) € {10}, ¢(4) =1 |

X(0) = 0.5, (0) = 1),
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Figure 7.12: Cell-wise error defined in (7.2) for the travelling wave in Example 7.9. Plot-
ted are the cell-wise errors for the DG (blue solid line), DG-lim scheme (green dashed
line), uniformisation (orange dashed line), QBD-RAP (purple dotted line) and DG-lin-lim
scheme (gold dashed line) schemes, versus the dimension of the approximation. The black
dotted lines are linear least-squares fits to the last 8 data points and the slopes of the
least square lines are written next to the last point.

Example 7.9. First consider the initial condition with PDF 1(z < 1), a uniform distri-
bution over (0,1). The level of the fluid queue is uniformly distributed over the first cell.
For the DG-based schemes (including the uniformisation scheme) the initial condition
can be represented exactly whereas, for the QBD-RAP scheme, it cannot. Thus, in this
case, there is no discretisation error in constructing the initial condition for the DG and
uniformisation schemes. Moreover, at time t = 4, the solution is f(z,4) = 1(z € [4,5)).
The projections related to the DG-based schemes can represent this solution exactly too,
hence we might expect these schemes to work well here.

We plot the cell-wise error metric in Figure 7.12 and observe that the DG scheme
clearly produces the lowest errors, followed by the QBD-RAP and DG-lin-lim schemes
which perform comparably, then the uniformisation scheme. The worst performer is the
DG-lim scheme which does not appear to converge; during the integration of the solution
over time the DG-lim scheme has detected oscillations and reduced the scheme to linear
where the oscillations were detected, thereby decreasing the accuracy of the scheme to
linear where oscillations are present.

Figure 7.13 plots the KS error between the approximate and true CDFs and L? error
between the approximate and true PDFs. Comparing Figure 7.12 with Figure 7.13, each
scheme seems to show a similar rate of decay for these two error metrics as they did for
the cell-wise errors.

Continuing with Figure 7.13. The DG-lim scheme does not appear to converge with

¥The t-step size must be chosen to ensure that numerical integration over time is stable up to dimen-
sion 21, adhering to a CFL-like condition (Hesthaven & Warburton 2007, Section 4.8).
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Figure 7.13: KS error (left) and L? error of the PDF (right) for the travelling wave
problem in Example 7.9 using the approximations from the DG (blue solid line), DG-lim
scheme (green dash-dotted line), uniformisation (orange dashed line), QBD-RAP (purple
dotted line) and DG-lin-lim (gold dashed line) schemes. The black dotted lines are linear
least-squares fits to the last 8 data points and the slopes of the least square lines are
written next to the last point.

these error metrics. Of the other three positivity preserving schemes, the uniformisation,
DG-lin-lim and QBD-RAP schemes, all appear to be converging with the QBD-RAP
and DG-lin-lim schemes converging similarly and faster than the uniformisation scheme.
With these error metrics, the DG scheme is converging fastest. However, if we observe
the approximations resulting from the DG scheme (Figure 7.14 top-row), we find them to
be unsatisfactory due to oscillations and negative densities.

Figure 7.14 plots the density functions reconstructed using the DG, uniformisation,
DG-lim, QBD-RAP and DG-lin-lim schemes for various dimension schemes. In the first
row observe that, when the dimension is greater than one, the DG scheme (sans limiter)
produces an approximation to the PDF which is negative in some places. In the third
row of Figure 7.14 observe that, with the limiter, the DG-lim approximation does not
change significantly after dimension 3. This is due to the fact that the DG-lim scheme
is at best linear in the presence of oscillations. In the second row of Figure 7.14 is the
solution approximated using the uniformisation scheme, in the fourth row is the solution
approximated using the QBD-RAP scheme, and in the last row is the approximation from
the DG-lin-lim scheme.

This is a particularly interesting example. For the DG scheme, even though there is
no discretisation error for the initial condition, we use a strong stability preserving time-
integration method, and the projection on which the DG method is based can represent
the transient distribution at time ¢ = 4 exactly, there is still the possibility of badly
behaved solutions as shown in the top row of Figure 7.14.

Example 7.10. Another interesting example occurs with the initial condition with CDF
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Figure 7.14: Reconstructed PDFs using the DG (top row), uniformisation (second row),
DG-lim (third row), QBD-RAP (fourth row) and DG-lin-lim schemes (fifth row), for
dimension 1, 3, 5, and 7 (columns) for the travelling wave problem in Example 7.9. The
true density function is 1(4 < z < 5).

1(x > 0.5), i.e. a point mass of 1 at 0.5. The exact solution at time ¢ = 4 is therefore a
point mass at 4.5. No PDF exists for the true distribution, so instead we compare the
CDFs. Also recall that, when we analysed reconstruction of this initial condition we saw
that using the KS metric may be uninformative due to the lack of point-wise convergence
at the discontinuity, so for this example, we measure errors by looking at the L' error
between the CDF's (the area between the CDF's) instead, and also with the cell-wise error
from (7.2)-(7.3).

Figure 7.15 (left) plots the L! error between the true and approximated CDFs. The
L' metric tells a similar story to the previous analysis: the DG-lim scheme does not
perform well, the other three positivity preserving schemes (the uniformisation, DG-lin-
lim and QBD-RAP schemes) appear to converge, with the QBD-RAP and DG-lin-lim
schemes performing similarly and better than the uniformisation scheme. The DG scheme
performs the best. However, if we plot the approximations to the CDFs from the DG
scheme (not shown) we once again see an oscillating, non-monotonic function.

Another interesting observation is to compare the performance of the uniformisation
and QBD-RAP schemes with respect to the L' metric on the CDFs in Figure 7.15 (left)
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Figure 7.15: L' error of CDFs (left) and the cell-wise error metric in (7.2)-(7.3) (right)
for the travelling wave problem in Example 7.10 where approximation were constructed
via the DG (blue solid line), DG-lin-lim (green dash-dotted line), uniformisation (orange
dashed line), QBD-RAP (purple dotted line) and DG-lin-lim (gold dashed line) schemes.
The black dotted lines are linear least-squares fits to the last 8 data points and the slopes
of the least square lines are written next to the last point.

to that in Figure 7.7 (right). Recall, in Figure 7.7 we investigated the ability of the
approximation schemes to represent the initial distribution with CDF 1(z > 0.5), which
is the initial condition of the problem we are considering here. In Figure 7.7 (right) the
uniformisation scheme out-performed the QBD-RAP scheme at reconstructing the initial
condition. However, in Figure 7.15 (left) we see that the QBD-RAP scheme out-performs
the uniformisation scheme. This suggests that the QBD-RAP scheme is better able to
resolve movement of mass across the domain when integrating over time compared to the
uniformisation scheme.

Figure 7.15 (right) plots the cell-based error metric in (7.2)-(7.3). Once again, the DG-
lim scheme does not appear to converge. Interestingly, the error curve for the DG scheme
is not monotonic which is likely to be caused by the specific location of oscillations in
the approximation for different dimension approximations. Furthermore, the DG scheme
can result in negative estimates of the cell probabilities in (7.2)-(7.3) (not shown). Of the
other three positivity preserving schemes, the uniformisation, DG-lin-lim and QBD-RAP
scheme all appear to converge, with the QBD-RAP and DG-lin-lim schemes performing
similarly; even performing better than the DG scheme when the dimension is sufficiently
large. The estimated rate of convergence of the QBD-RAP and DG-lin-lim schemes is
approximately -4 for this example, which is significantly faster than the rate of convergence
of any scheme in any of the other examples in this section (typically around -2 to -1).

Example 7.11. Now consider an initial distribution which is truncated Gaussian with
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mean 2.5 and standard deviation 0.5, and truncated at the boundaries, 0 and 10;

B((z — 2.5)/0.5) — B(—2.5/0.5)

u((0,2)) = P(X(0) = ,0(0) = 1) = =57 /05 —G(—2.5/05)

(7.4)

for z € [0,10] and where ®(z) is the CDF of the standard normal distribution.

At time t = 4 the distribution is truncated Gaussian with mean 6.5, standard deviation
parameter 0.5, and is truncated below at 4.0 and above at 10, and there is also a small
mass at the upper boundary;

P(X(4) <z,0(4) =1]X(0) ~ p,9(0) =1)
_®((x—4-25)/0.5) — &(—2.5/0.5)
 $(7.5/0.5) — &(—2.5/0.5)

1(z € [4,10)) + 1(z > 10). (7.5)

At time t = 4 the mass at the boundary is approximately 1.28 x 10~'? and there is also
a small discontinuity in the density at x = 4.

Cell-wise error
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Figure 7.16: Cell-wise error defined in (7.2)-(7.3) for the travelling wave problem in Ex-
ample 7.11. Plotted are the cell-wise errors for the DG (blue solid line), DG-lim (green
dashed line), uniformisation (orange dashed line), QBD-RAP (purple dotted line) and
DG-lin-lim (gold dashed line) schemes, versus the dimension of the approximation. The
black dotted lines are linear least-squares fits to the last 8 data points and the slopes of
the least square lines are written next to the last point.

Since the magnitude of the discontinuity at ¢ = 4, = 4 is small (much smaller than
numerical integration errors in the evaluation of the error metrics), and the distribution
is otherwise smooth, we expect that the DG scheme will perform well for this example.
Figures 7.16 and 7.17 confirms that this is indeed the case. For all three error metrics the
error obtained by the DG scheme rapidly decreases to a point where it is swamped by
other numerical errors. This is characteristic of the DG scheme for the smooth problems
we investigate throughout this chapter. For low order DG schemes there are regions where
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the approximate PDF is negative, however, as the order of the DG scheme increases, these
regions disappear.

Interestingly, even though this is a relatively smooth problem, the DG-lim scheme does
not perform well. It must be that the initial and transient distributions are ‘sufficiently
pointy’ that oscillations in the numerical solutions occur and the limiter reduces the order
of the scheme to linear.
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Figure 7.17: KS error (left) and L? error for the PDFs (right) for Example 7.11 where
approximations were constructed via the DG (blue solid line), DG-lim (green dash-dotted
line), uniformisation (orange dashed line), QBD-RAP (purple dotted line) and DG-lin-lim
(gold dashed line) schemes. The black dotted lines are linear least-squares fits to the last
8 data points and the slopes of the least square lines are written next to the last point.

The other three positivity preserving schemes appear to converge, with the uniformi-
sation scheme performing the worst and the DG-lin-lim scheme performing the best of
the three for all error metrics. For the KS and L? error on the PDFs in Figure 7.17
the DG-lin-lim and QBD-RAP schemes perform similarly, however, for the cell-wise error
in Figures 7.16 the DG-lin-lim scheme performs significantly better than the QBD-RAP
scheme. Given that the DG-lin-lim scheme performed similarly to the QBD-RAP scheme
for the previous examples, and also for the other error metrics for this example, this is
unexpected.

To investigate this unexpected fact, in Figure 7.18 we plot the dimension 21 QBD-
RAP and dimension 22 DG-lin-lim approximations to the PDF. Figure 7.18 shows that
the DG-lin-lim scheme approximates the PDF well, except at the peak located at x = 6.5
(the limiter has affected the solution in this region). Specifically, the DG-lin-lim scheme
underestimates the density in the peak, but overestimates the density either side of the
peak. As a result, when we integrate over x € [6, 7] to compute the cell-wise probabilities,
errors cancel over this region and the DG-lin-lim scheme produces an accurate estimate
of the probability in this cell. In comparison, the QBD-RAP scheme also underestimates
the density at the peak, but also within the entire interval [6, 7], albeit less so at the edges
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Figure 7.18: Dimension 21 QBD-RAP (purple) and dimension 22 DG-lin-lim (gold) ap-
proximations to the transient PDF at time ¢ = 4 for Example 7.11. The true PDF is
plotted in grey.

than the middle. The QBD-RAP scheme also overestimates the density in the adjacent
cells, [5,7] and [7, 8]. Hence, the overall cell-wise error is larger for the QBD-RAP scheme.

Example 7.12. We now want to look at how the schemes might handle a mass at the
boundary. We introduce an ephemeral second phase into the model with phase transition
rate Too = —1, and fluid rate ¢; = 0. The generator is therefore

0 O
T = [ o0 ] .
We suppose that the initial condition is a point mass of 1 at the boundary z = 0 in

Phase 2, i.e.
P(X(0) < &,0(0) = 2) = 1(0 < ).

With this initial condition, the transient distribution at time ¢ =4 is
P(X(4) < z,0(4) =1] X(0) =0,9(0) = 2)
= (eT”(‘i_I) — eT”4) 1(4 < z)+ (1 —e™1(4 > 2)
=(eU e 1d<z)+(1-e 14 >2) (7.6)

and

P(X(4) < @, 0(4) = 2| X(0) = 0,4(0) = 2) = e*1(0 < z). (1.7)
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Figure 7.19: Cell-wise error for the travelling wave problem in Example 7.12. Plotted are
the cell-wise errors for the DG (blue solid line), DG-lim (green dashed line), uniformisation
(orange dashed line), QBD-RAP (purple dotted line) and DG-lin-lim (gold dashed line)
schemes, versus the dimension of the approximation. The black dotted lines are linear
least-squares fits to the last 8 data points and the slopes of the least square lines are
written next to the last point.

The PDF at ¢t = 4 is discontinuous at x = 4, which is at the edge of a cell. For this
problem, all schemes can represent the initial condition exactly.

Figure 7.19 plots the cell-wise error metric and Figure 7.20 plots the KS error (left)
and the L? error between the PDFs (right). Observing Figures 7.19 and 7.20, the DG-lim
scheme does not perform well, which might be expected due to the discontinuity in the
transient distribution at = ¢ < 10 in Phase 1. The uniformisation, DG-lin-lim and
QBD-RAP schemes appear to converge, with the QBD-RAP scheme converging fastest,
but performing similarly to the DG-lin-lim scheme, and the uniformisation scheme per-
forms the poorest of the three. The DG scheme performs the best, however, produces
approximations which are negative and oscillatory as we might expect given the discon-
tinuity. A selection of approximations to the transient PDF are shown in Figure 7.21.

Interestingly, this solution is discontinuous at a cell-edge and even though the DG
scheme$ allows for discontinuities in the PDF at cell edges, it is unable to capture this
discontinuity without producing oscillations.

Summary

We applied the DG, DG-lim, DG-lin-lim, uniformisation and QBD-RAP schemes to trav-
elling wave problems with various initial conditions. All the problems induced oscillations
in the DG scheme at some point and as a result the DG-lim scheme reduced the order of
the approximation to linear. In some cases, the oscillations in the DG scheme appeared

§All the schemes considered allow discontinuities at a cell-edges.
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Figure 7.20: KS error (left) and L? error of the PDF (right) for the travelling wave
problem in Example 7.12 where approximations are constructed via the DG (blue solid
line), DG-lim (green dash-dotted line), uniformisation (orange dashed line), QBD-RAP
(purple dotted line) and DG-lin-lim (gold dashed line) schemes. The black dotted lines
are linear least-squares fits to the last 8 data points and the slopes of the least square
lines are written next to the last point.

to be transient and were not material in the final approximation. In other cases, the oscil-
lations were present in the final DG approximation causing the approximation to violate
the axioms of probability. Of the three positivity preserving alternatives, the DG-lin-lim,
uniformisation and QBD-RAP schemes, in general, the uniformisation scheme performs
worse than the other two and converges slowly to the true solution. The DG-lin-lim and
QBD-RAP schemes perform similarly with the DG-lin-lim scheme performing slightly
better for the smoother problems and the QBD-RAP scheme performing slightly better
for the problems with more significant discontinuities and point masses.

Also of interest are the computer resources required for the different approximation
schemes. To obtain an estimate of the compute time taken to execute the numerical
integration with respect to time, for a given dimension, the DG, DG-lin-lim, QBD-RAP
and Uniformisation approximation scheme were run multiple times, the minimum running
time of each scheme was found then the average running time across the different initial
conditions was recordedY. The recorded raw and relative running times are in Figure 7.22.
The DG scheme with the limiter has the longest running time due to the overhead of
applying the limiter function. The DG, QBD-RAP and uniformisation schemes all have
relatively similar running times, with the uniformisation scheme taking the shortest time,
and the DG scheme taking the longest time, of the three. The difference in running times
of the DG, QBD-RAP and uniformisation schemes is likely due to the number on non-
zero entries in their generator matrices. The generator matrices were implemented via a
compressed sparse column matrix format which stores non-zero entries only.

1This was done using Julia’s @btime macro.
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Figure 7.21: Approximate transient PDFs at time ¢t = 4 for Example 7.12 using the DG
(top row), uniformisation (second row), DG-lim (third row), QBD-RAP (fourth row), and
DG-lin-lim (fifth row) schemes of dimensions 1, 3, 5, and 7 (columns). The true density
function is e~@=V1(z < 4).

This section is the first step in analysing the ability of the approximation schemes to
capture the dynamics fluid queues. This section demonstrates that, although the QBD-
RAP scheme may have certain deficiencies for solution reconstruction (as demonstrated
in Section 7.2), it can resolve the movement of probability between cells better than
the uniformisation scheme, and similarly compared DG-lin-lim scheme. In the following
sections we consider more complicated fluid queue dynamics by introducing some simple
stochastic phase changes.
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Figure 7.22: The raw (left) and relative (right) CPU time taken to integrate the approx-
imation schemes over time to obtain the transient distributions of the travelling wave
problem. The relative running time was obtained for a given dimension by dividing the
running time by the running time of the fastest scheme of the same dimension (or one
less in the case of the DG-lin-lim scheme).

7.4 Limiting distributions

We briefly turn our attention to limiting distributions of fluid queues. Since the limiting
distribution is smooth we expect that the DG scheme will work well here. Moreover,
since the solution is smooth, the slope limiter has no effect which means that the DG-
lim and DG schemes are equivalent. Analysing the performance of the approximation
schemes with the limiting distribution allows us to explore the ability of the schemes
to capture the stochastic dynamics, without numerical integration with respect to time.
In addition, the limiting distribution is convenient for numerical experiments as we can
evaluate it analytically (Sonenberg 2017), and it does not require us to approximate initial
conditions.

Here we analyse a simple model which is based on Example 2 in Bean et al. (20095),
except here we add a lower boundary to the model (no lower boundary is specified in
Example 2 of Bean et al. (2009b) as it is inconsequential to their analysis).

Model 7.13. Consider a fluid queue where the driving process is a CTMC with state
space S = {1,2}, generator
T_ [—1.1 1.1],

1 -1

and there are associated rates ¢; = 1,co = —1, and boundaries at x = 0 and x = 10. We
specify two types of behaviour at the boundary.
Upon hitting the lower boundary, the process immediately transitions from Phase 2 to
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Phase j with probability p,; where

[P p2]=[1 0].

Upon hitting the upper boundary, the process immediately transitions from Phase 1 to
Phase j with probability p,; where

[pu p12] . [0 1]-

Thus, upon hitting the boundary, the fluid queue immediately transitions to the other phase
and s reflected.

The model was discretised using the DG, uniformisation and QBD-RAP schemes using
ten cells of width 1. We compute the coefficients for the limiting distribution in the
following way. Suppose that a given discretisation scheme results in an approximation to
the generator of the fluid queue as a matrix B. Then the limiting coeflicients are found
by solving

bB =0, (7.8)
such that b1 = 1, (7.9)
for the coefficients b.
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Figure 7.23: KS error (left) and L? error of the PDF (right) for Model 7.13 using the DG
(blue solid line), uniformisation (orange dashed line) and QBD-RAP (purple dotted line)
schemes. The black dotted lines are linear least-squares fits to the last 8 data points and
the slopes of the least square lines are written next to the last point.

Figure 7.23 plots KS errors between the true limiting CDF and the approximations
and the L? error between the true limiting PDF and the approximations. Clearly the DG
scheme is superior here as its error rapidly decreases to a point where it becomes insignif-
icant compared to other numerical errors. The QBD-RAP and uniformisation schemes
both appear to be converging, with the errors for the QBD-RAP scheme decreasing faster.
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7.5 Transient distributions

Once again we consider Model 7.13 and use the same spatial discretisation as described
in Section 7.4 (ten cells with width A = 1). Two initial conditions are considered, a point
mass with mass 1 at 0 in Phase 1, and the initial distribution with PDF

%e‘”/(l —e 1) (7.10)

in Phases 1 and 2, with no mass at the boundaries. We numerically integrate over time
until time ¢ = 2.0 using the SSPRK4 method with t-step size 0.005.] Here we use the DG
scheme without a limiter and the DG-lin-lim scheme. Error plots for the DG-lim scheme
are included for completeness, but we do not comment on them in detail in this section
due to their poor performance for discontinuous problems which we noted previously.

To obtain a ground truth 5 x 10'° realisations of the fluid queue were simulated until
t = 2, then the empirical CDF and the masses within each cell were computed from the
simulations. We denote the empirical probability distribution by Pg;,,. We then compute
the KS and L' error metrics between the approximated and simulated CDFs, as well as
the cell-wise error metric, given as follows.

> D IPun(X(2) € Dejyp(2) = 5 | X(0) = 0.5,0(0) = 1) = p(2, £, j)|
je{1,2} £=1
+[Paim (X (2) € {10}, 9(2) = 4| X(0),0(0)) = p(2,11,4)|
+[Psim X (2) € {0}, 9(2) = 3 | X(0),(0)) — p(2,0,3)] (7.11)

) =
where p(2, ¢, j) is an approximation to Py, (X (2) € Dy, ¢(2) = 5 | X(0),¢(0)), p(2,11,4)
is an approximation to Py, (X (2) € {10},¢(2) = 4 | X(0),¢(0)), and p(2,0,3) is an
approximation to P, (X (2) € {0}, ¢(2) = 3 | X(0), ¢(0)).

To account for possible Monte-Carlo error, we used a bootstrap with 1,000 bootstrap
samples. For the bootstrap we sample 5 x 10'Y realisations of the fluid queue with replace-
ment from the original 5 x 10!° samples, then compute error metrics with the resampled
data. We resample 1,000 times, resulting in 1,000 estimates of the errors. Via the boot-
strap, we report the 5th and 95th percentile of the sampling distribution of the errors.

To evaluate error metrics, we use a grid of 10,001 evenly spaced points for each phase.

To approximate the point mass initial condition we compute the initial coefficients for
each scheme exactly. For the exponential initial condition in (7.10) we compute the initial
coefficients via Gauss-Lobatto quadrature for the DG scheme, by using the mid-point rule
for the uniformisation scheme, and by using a trapezoidal rule with 2,001 points on each
cell for the QBD-RAP scheme.

I'The t-step size must be chosen to ensure that numerical integration over time is stable up to dimen-
sion 21, adhering to a CFL-like condition (Hesthaven & Warburton 2007, Section 4.8).
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Figure 7.24: KS (left) and L' (right) errors between the true transient CDF at time
t = 2 for Model 7.13 with the exponential initial condition, where the approximations
were obtained via the DG (blue solid line), DG-lim (green dashed line), uniformisation
(orange dashed line), QBD-RAP (purple dotted line) and DG-lin-lim (gold dashed line)
schemes. Bootstrapped 90% confidence intervals are shown by the lighter coloured strip
surrounding the lines. The black dotted lines are linear least-squares fits to the last 8
data points and the slopes of the least square lines are written next to the last point.

Model 7.13 with exponential initial condition Figure 7.24 shows the KS and L!
metric on the CDF for the five different schemes (DG, DG-lim, DG-lin-lim, uniformisation
and QBD-RAP schemes). For both error metrics the DG scheme converges rapidly until
computational /simulation errors become significant. The uniformisation, DG-lin-lim and
QBD-RAP schemes converge at a slower rate than the DG scheme, with the QBD-RAP
and DG-lin-lim schemes converging faster than the uniformisation scheme. For the KS
metric, the DG-lin-lim scheme outperforms the QBD-RAP scheme at all dimensions, while
for the L! metric, the two schemes perform similarly.

The DG-lim does not appear to be converging, which suggests there is at least one
iteration during the numerical integration over time at which the numerical solution dis-
plays oscillations. However, when the DG approximations for the distribution at time
t = 2 are plotted, they do not appear to display oscillations (not shown). This suggests
that the oscillations which might occur with the DG scheme are transient, and have dis-
sipated by time ¢ = 2. The oscillations which the limiter detects in the DG scheme are
likely from the reflecting boundary at = 0. In the early stages of the evolution of the
model the majority of the density in Phase 2 near zero will move to the left at rate 1
and hit the boundary at z = 0. Upon hitting the boundary, the density is reflected into
Phase 1. Meanwhile, the initial density in Phase 1 moves to the right at rate 1 and the
density reflected at the boundary from Phase 2 fills in to the region between x = 0 and
z =t in Phase 1. Intuitively, in the early evolution of the model, there will be a sharp
peak in the transient density at z = t. The true transient density is continuous, but not
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differentiable, at the point z =t for ¢ < 10.
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Figure 7.25: Cell-wise error metric from (7.11) for Model 7.13 with the exponential initial
condition, where the approximations were obtained via the DG (blue solid line), DG-lim
(green dashed line), uniformisation (orange dashed line), QBD-RAP (purple dotted line)
and DG-lin-lim (gold dashed line) schemes. Bootstrapped 90% confidence intervals are
shown by the lighter coloured bars surrounding the lines. The black dotted lines are
linear least-squares fits to the last 8 data points and the slopes of the least square lines
are written next to the last point.

Figure 7.25 plots the cell-wise error metric (7.11) for Model 7.13 with the exponential
initial condition. Since the cell-wise errors do not require us to reconstruct the value of
the solution within each cell, this metric allows us to observe the error characteristics of
the schemes without reconstruction. Figure 7.25 shows similar convergence characteristics
to the KS error metric in Figure 7.24 (left).

Model 7.13 with a point-mass initial condition Figure 7.26 (left) shows L! er-
ror on the CDF for the five different schemes (DG, DG-lim, DG-lin-lim, uniformisation
and QBD-RAP schemes). Comparing the L' error metrics in Figure 7.26 for the point
mass initial condition with the ones in Figure 7.24 for the exponential initial condition
all schemes perform worse for the point mass initial condition. Regarding comparative
convergence of error for this problem, for both error metrics the DG scheme converges
fastest, followed by the QBD-RAP and DG-lin-lim schemes which converge comparatively,
then the uniformisation scheme. For the DG scheme, the rate at which the error decreases
as the dimension of the scheme increases slows significantly after dimension 3. This is
likely due to the DG scheme approximating smooth regions of the solution well when the
dimension is 3 or greater, after which the majority of the error is due to the discontinuity
in the solution, for which the rate of convergence is slower.

Figure 7.26 (right) plots the cell-wise error metric (7.11) for Model 7.13 with the
point mass initial condition. Figure 7.26 (right) suggests that approximating the cell-wise
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Figure 7.26: L! errors between the CDF, and cell-wise errors, at time t = 2 for Model 7.13
with the point-mass initial condition, where the approximations were obtained via the DG
(blue solid line), DG-lim (green dashed line), uniformisation (orange dashed line), QBD-
RAP (purple dotted line) and DG-lin-lim (gold dashed line) schemes. Bootstrapped 90%
confidence intervals are shown by the lighter coloured bars surrounding the lines. The
black dotted lines are linear least-squares fits to the last 8 data points and the slopes of
the least square lines are written next to the last point.

probabilities seems to be a difficult problem. This is likely caused by the discontinuity at
x = 2 in Phase 1, which lies exactly on a cell boundary. To investigate how the position
of the discontinuity might affect the error metrics we evolved the model to time t = 2.1
and computed the L' error between the CDFs and the cell-wise error. Once again, we
use simulation and bootstrapping to approximate the true distribution. The plot (not
shown) of the L! error between the CDFs for the model at times ¢ = 2 and t = 2.1 is
relatively similar to the one shown and not noteworthy. The plot of the cell-wise error
metric at time ¢ = 2.1 in Figure 7.27 is somewhat more interesting. Firstly, Figure 7.27
shows that all schemes improved from time ¢t = 2 to time ¢ = 2.1 with respect to this
metric. Figure 7.27 also shows that the cell-wise error metric is somewhat volatile for
the DG scheme; this is due to the oscillations in the DG approximation. In contrast,
in Figure 7.27 the uniformisation and QBD-RAP schemes have monotonically decreasing
error curves. Also interesting is the DG-lin-lim scheme, which does not improve past
dimension 7. It seems that the discontinuity at x = t is not easily resolved by the scheme
given the presence of the limiter. Figure 7.28 plots the CDFs in Phase 1 around the
discontinuity in the transient distribution at time ¢ = 2.1 for the dimension 21 QBD-RAP
and dimension 22 DG-lin-lim schemes. Neither scheme does a particularly good job of
capturing the discontinuity, but the QBD-RAP scheme appears to perform slightly better.
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Figure 7.27: Cell-wise errors for Model 7.13 at time ¢ = 2.1 with the point mass initial
condition, where the approximations were obtained via the DG (blue solid line), DG-lim
(green dashed line), uniformisation (orange dashed line), QBD-RAP (purple dotted line)
and DG-lin-lim (gold dashed line) schemes. Bootstrapped 90% confidence intervals are
shown by the lighter coloured bars surrounding the lines. The black dotted lines are
linear least-squares fits to the last 8 data points and the slopes of the least square lines
are written next to the last point.

Summary

For the exponential initial condition the DG scheme performed well, producing the lowest
errors. This was followed by the DG-lin-lim scheme, then the QBD-RAP scheme, then
the uniformisation scheme, while the DG-lim scheme did not perform well at all. The
fact that the DG-lim scheme did not perform well suggests that there must have been
oscillations in the DG solution at some point, although these oscillations are not obvious
in the DG approximation at time ¢ = 2. In general the methods all performed better
for the exponential initial condition than for the point mass initial condition. For the
point mass initial condition the DG scheme produced oscillatory solutions. Of the viable
positivity preserving methods the uniformisation scheme appears to be converging but at
a slower rate than the DG-lin-lim and QBD-RAP schemes. Of the two best performing
positivity preserving schemes, the QBD-RAP scheme performed slightly better for the
point mass initial condition, while the DG-lin-lim scheme performed slightly better for
the exponential initial condition.

Also of interest are the computer resources required for the different approximation
schemes. To obtain an estimate of the compute time taken to execute the numerical
integration with respect to time, each approximation scheme was run multiple times and
the minimum running time of each scheme was recorded**. The recorded raw and rela-
tive running times are in Figure 7.29. The two slope limited schemes have the longest

**This was done using Julia’s @btime macro.
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Figure 7.28: Dimension 21 QBD-RAP and dimension 22 DG-lin-lim approximations to
the CDF in Phase 1 for Model 7.13 with a point-mass initial condition. An empirical
estimate of the CDF obtained via simulation is plotted in grey.

running times for every dimension which likely due to the extra computations involved
in determining where to apply the limiter and then applying it. The running time of the
standard DG scheme and the QBD-RAP scheme are very similar, and the running time
of the uniformisation scheme is the lowest. Computationally, the time integration for the
DG, QBD-RAP and uniformisation schemes are the same except for the specific param-
eters stored in their generator matrices. In my implementation of these schemes I used
compressed column sparse matrices to store the non-zero parameters of the generators.
Hence, since the uniformisation scheme has the fewest non-zero entries in its generator,
then it is the fastest in this case. The DG and QBD-RAP schemes have a similar number
of non-zero entries in their generator matrices, so there is little difference between the
schemes. The number of non-zero entries in the generators for this model are show in
Table 7.2. CPU times give an indication of the relative computational resources requires,
however, they are implementation dependent. Further, the relative number of non-zero
parameters in the generators is model-dependent, and it is possible (via similarity trans-
forms, for example) to change the number of non-zero entries that are required for the
computations.

This section investigated the performance of the approximation schemes for a simple
fluid queue. In the next section we analyse the approximation schemes in more detail by
investigating their ability to approximate hitting times of fluid queues.
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Figure 7.29: The raw (left) and relative (right) CPU time taken to integrate the approx-
imation schemes over time to obtain the transient distributions. The running times for
the point mass and exponential initial conditions are marked by the solid and dashed
lines, respectively. The CPU times were obtained by running each scheme multiple times
and taking the minimum CPU time. The relative running time was obtained for a given
dimension by dividing the running time for that scheme by the running time of the fastest
scheme of the same dimension (or one less in the case of the DG-lin-lim scheme).

Dimension | DG DG-lin-lim QBD-RAP Uniformisation
1(2) 62 164 62 62
3(4) 364 324 450 182
5(6) 1102 484 1142 302
7(8) 2102 644 2138 422
9 (10) 3422 804 3438 542
11 (12) 5062 964 5042 662
13 (14) 7022 1124 6950 782
15 (16) 9302 1284 9162 902
17 (18) 11902 1444 11678 1022
19 (20) 14822 1604 14498 1142
21 (22) 18062 1764 17622 1262

Table 7.2: The number of non-zero entries in the generator matrices for the DG, DG-
lin-lim, QBD-RAP and Uniformisation approximations for different dimensions. The
dimension in brackets is the dimension of the DG-lin-lim scheme, which must be even.
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7.6 Hitting times

We can gain further insight into the approximation schemes by investigating how they
perform approximating hitting times of fluid queues. This is also an important aspect
to consider if we wish to apply the schemes to approximate operators from the analysis
fluid-fluid queues. Recall, in the analysis of fluid-fluid queues in Section 2.4, we partition
sample paths of the second fluid into periods where it is either increasing, decreasing,
or constant. The position of (X (%), ¢(t)) determines the rate at which the second fluid
moves, hence the hitting times on the boundaries of the sets F;", F; , and F; determine
the periods of time when the second fluid is either increasing, decreasing, or constant.
Once again we consider Model 7.13. Let (x({0,1}) = {inft > 0 | X(¢t) =0, or X (t) =
1}, be the first hitting time of {X(¢)} on the set {0,1}. The distribution of the hitting

time in phase ¢ € {1,2} is

P(Cx({0,1}) <, 0(t) = i | X(0) ~ p), (7.12)

for some initial distribution u. We look at two initial conditions; an exponential with
equal mass in each phase,

—x

P(X(0) € dz,p(0) =1i) = %m

,i€{1,2},

and a point mass at X (0) = 0 in phase ¢(0) = 1.

We partition the interval [0, 1] into three intervals of width 1/3. To capture the mass
which has hit the set {0, 1}, we suppose that when the process hits {0} or {1} it is absorbed
forever and remains in the phase in which the process first hit {0} or {1}. We integrate
the schemes until time ¢t = 10 using the SSPRK4 method with t-step size 0.005/3.77 We
use the DG scheme with and without a slope limiter during the time-integration and
implement both the DG-lim and DG-lin-lim schemes. At each time-step of the numerical
integration, we record the amount of mass at the absorbing boundaries in each phase,
which gives us an approximation of the cumulative distribution function of the hitting
time in each phase, up to time ¢t = 10.

As a ground truth we simulate 5 x 109 realisations and record the hitting time on the
set {0, 1} and the phase at the time of hitting. We then compute the empirical CDF of
the hitting probabilities

PCx({0,1}) <t 0(t) = i | X(0) ~ p),

for t = 0.005/3 x k, k = 0, ..., 6000.

"Since we use a smaller cell-width in this example than in previous examples we need to reduce the
t-step size accordingly to ensure that numerical integration is stable for schemes up to dimension 21,
adhering to a CFL-like condition (Hesthaven & Warburton 2007, Section 4.8).
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To account for Monte-Carlo errors we take 1,000 bootstrap resamples of the original
5 x 10'° samples and compute the empirical CDF of the hitting times for each bootstrap
sample. For each bootstrap sample, we resample 5 x 10'° points with replacement from
the original 5 x 10'° realisations, then compute the error metrics between the empiri-
cal and approximate CDFs and, ultimately, estimate the 5th and 95th percentile of the
distribution of the errors.
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Figure 7.30: KS (left) and L' (right) errors between the simulated and approximate first
hitting time CDFs in (7.12) for Model 7.13 with the exponential initial condition. The
approximations were obtained via the DG (blue solid line), DG-lim (orange dashed line),
uniformisation (green dashed line), QBD-RAP (purple dotted line) and DG-lin-lim (gold
dashed line) schemes. Bootstrapped 90% confidence intervals are shown by the lighter
coloured bars surrounding the lines. The black dotted lines are linear least-squares fits to
the last 8 data points and the slopes of the least square lines are written next to the last
point.

Exponential initial condition Figure 7.30 shows the error metrics recorded for the
five numerical approximation schemes applied to the hitting time problem with the expo-
nential initial condition. For both error metrics the DG scheme performs the best.

The DG-lim scheme does not appear to converge, suggesting oscillations in the DG
approximation. With this initial condition the transient distribution of the fluid queue
on the event that it remains in the interval (0, 1) is discontinuous at = ¢t in Phase 1 and
x =1—tin Phase 2 for z,t < 1. There is also a discontinuity in the hitting time PDF at
time t = 1.

Regarding the other positivity preserving schemes, the uniformisation, DG-lin-lim and
QBD-RAP schemes, all appear to converge, with the QBD-RAP and DG-lin-lim schemes
performing similarly and better than the uniformisation scheme.

In Figure 7.31 we plot the PDFs of the hitting times (x({0,1}), in each phase, for
the dimension 21 DG, dimension 21, QBD-RAP and dimension 22 DG-lin-lim schemes.
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Figure 7.31 demonstrates oscillations in the DG approximation, though the PDF is not
negative in this case. All schemes seem to capture the discontinuity at ¢ = 1 relatively
well. There is an interesting artefact in the QBD-RAP approximation around ¢t = 0 where
the scheme has generated an oscillation. Let us investigate this artefact further.

Intuitively, most sample paths which exit near ¢ = 0 start near a boundary, they see
a change of phase shortly after ¢ = 0, then remain in that phase until hitting {0, 1}.
Consider such a sample path which starts at g = 0 in Phase 1 and exits at time v with a
single change of phase at time u € (0,v). For the fluid queue, u = v/2, and we want the
QBD-RAP scheme to approximate this. The QBD-RAP approximation to this sample
paths has density*

a5 DupDe(S-11D—u) g — oSt peSv—u) gg=11v+0.1u, (7.13)

We want (7.13) to approximate a point mass at v = 2u. To see that this is the case, recall
that we can approximate a point mass at u by

k(A —u)eSs, (7.14)

Sz
——<-» and recall that the matrix D is an approximation;

ae’'D =E[k(Z —u)1(Z > u)]
~P(Z > u)k(A —u), (7.15)

where Z ~ M E(a, S) and Z is concentrated around A.
Thus, (7.13) is approximately

671.1U+0.1uP<Z > U)k)(A o u)eS(vfu)s’

which approximates a point mass at v — u = u, or 2u = v. Retracing our arguments,
sources of error in this approximation come from the approximation in (7.15) and from the
approximation of a point mass by (7.14), which we commented on in Section 7.2.1 where
we conducted numerical experiments about the unnormalised closing operator given by
v(z) = e5%s. Indeed, we saw in Example 7.4 that the unnormalised closing operator
performed poorly for the exponential initial condition. The phenomenon discussed above
is also related to Example 7.2, where the reconstructions for the QBD-RAP scheme failed
to capture mass near the right-hand edge of the interval.

In Figure 7.31 there is another small oscillation present in the QBD-RAP approxima-
tion around t = 0.35 in both phases. The cause of this oscillation is likely related to the
discussion above. Consider a sample path which starts at x = 0.34, just to the right of

HOne significant advantage of the QBD-RAP and uniformisation approaches is that, from their
stochastic interpretation, we can use sample-path arguments to analyse the scheme.
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Figure 7.31: Approximations of the PDF of the first hitting time for Model 7.13 with
the exponential initial condition. The blue lines were obtained from the dimension-21
DG scheme, the purple lines were obtained from the dimension-21 QBD-RAP scheme
and the gold lines were obtained from the dimension 22 DG-lin-lim scheme. The DG
scheme displays oscillations around the discontinuities at t = 1. The QBD-RAP scheme
has oscillations near ¢t = 0 and ¢ = 0.4.

the cell-edge at 1/3, in Phase 1, changes phase once at time u, then remains in that phase
until the boundary at x = 0 is hit. For the fluid queue, the hitting time of this sample
path is 0.34 4+ 2u. The QBD-RAP approximation to this sample paths has density

/ ae(S—I)uDe(S—l.II)(v—u)Sae(S—l.lI)wS dv. (716)
The first term in (7.16) is the same as the first term in (7.13), and this is likely the source
of the oscillation.

Point mass initial condition Figure 7.32 shows the L! error for the CDF for the
five numerical approximation schemes applied to the hitting time problem with the point
mass initial condition. Due to the discontinuity the KS error is not very insightful for this
problem.

Observing Figure 7.32, the DG-lim scheme does not appear to converge, suggesting
oscillations in the DG approximation as we might expect given the discontinuity. Of
the other positivity preserving schemes, the uniformisation, DG-lin-lim and QBD-RAP
schemes all appear to converge, with the QBD-RAP converging fastest and the DG-lin-lim
and uniformisation schemes performing similarly.
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Figure 7.32: L! errors between the simulated and approximate first hitting time CDFs
in (7.12) for Model 7.13 with the point mass initial condition. The approximations were
obtained via the DG (blue solid line), DG-lim (orange dashed line), uniformisation (green
dashed line), QBD-RAP (purple dotted line) and DG-lin-lim (gold dashed line) schemes.
Bootstrapped 90% confidence intervals are shown by the lighter coloured bars surrounding
the lines. The black dotted lines are linear least-squares fits to the last 8 data points and
the slopes of the least square lines are written next to the last point.

The error for the DG scheme reduces significantly between dimension 1 and dimension
3, then reduces at a slower rate after that. For dimension 3 and above the DG scheme
approximates the smooth regions of the solution well and the majority of the error is
from the region around the discontinuity, which reduces at a slower rate. The DG scheme
appears to perform best, however, oscillations are present in the DG approximation. In
Figure 7.33 we plot the CDF's of the hitting time for Phase 1 obtained via the DG and
QBD-RAP schemes, each using a dimension 21 basis, and for the DG-lin-lim scheme with
dimension 22. Observing Figure 7.33 the DG approximation displays oscillations around
the discontinuity at ¢ = 1 while the other two schemes do not. Of the two positivity
preserving schemes in Figure 7.33, the QBD-RAP scheme appears to approximate the
discontinuity best.

Summary

The results of this experiment are somewhat similar to the last experiment on transient
distributions; the DG-lim scheme performs poorly, the DG scheme exhibits oscillations, of
the three other positivity preserving schemes, the uniformisation scheme performs poorest,
while the QBD-RAP and DG-lin-lim schemes perform similarly, with the QBD-RAP
scheme performing slightly better for the point mass initial condition and the DG-lin-
lim scheme performing slightly better for the exponential initial condition.
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Figure 7.33: Approximations of the CDF of the first hitting time in Phase 1 for Model 7.13
with the point mass initial condition. The blue line was obtained from the dimension-
21 DG scheme, the purple dotted line from the dimension-21 QBD-RAP scheme, and
the gold dashed line from the dimension 22 DG-lin-lim scheme. The empirical CDF
obtained via simulation is plotted as the teal dashed line. The DG scheme displays
negative approximations to probabilities.

7.7 First-return distributions of fluid-fluid queues

Now consider the fluid-fluid queue first analysed in Bean, Lewis, Nguyen, O'Reilly &
Sunkara (2022) which is a modified version of a model first presented in Latouche et al.
(2013). We refer the reader to Bean, Lewis, Nguyen, O’Reilly & Sunkara (2022) for more
on the DG scheme applied to this model.

Model 7.14. Consider a stochastic fluid-fluid queue {(W (t), X(t), ¢(t)) }e>0, where {X (t)}
and {W(t)} represent the workloads in Buffers 1 and 2 at time t > 0, respectively, both
driven by the phase {¢(t)}, which is a Markov chain on the state space S = {11,10,01,00}.
Both {X(t)} and {W(t)} have a regulated boundary at 0. Here, the state 11 indicates in-
puts to both buffers being ON, the state 00 indicates both being OFF, the state 10 is when
only the first input is ON, and the state 01 is when only the second is ON. The input of
Buffer k is switched from ON to OFF with rate ., and from OFF to ON with rate By, for
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k =1,2. Thus, the infinitesimal generator T for ¢(t) is given by

—(m + ) V2 o0 0
T — B2 —(11 + B2) 0 71
B 0 —(v2 + 1) Y2

0 b1 P —(B1 + Ba)

The net rates of change for X (t), denoted ¢;, are given by
(011,010,0017000) = ()\1 =01, A —01, —0i, —‘91)>

and the net rates of change for W(t), denoted r;, are as follows

(A2 — R, —K, A—kK, —k) ifX;=0,
(7’11,7“1077“01,7“00) = ()\2 - 927 —927 Ao — 927 —(92) Z'th € (0,517*)7
( )\27 07 )\27 O) Zth Z il'*.

For our numerical experiments, we use the parameter choices given in (Latouche et al.
2013):

=11, Bi=1, M\N=1248, 0,=16, r=26, (7.17)
v =22, Bo=1 X =1625 0,=10, 2*=16. (7.18)

We consider the initial distribution which is a point mass at W(0) = 0, X(0) =5, ¢(0) =
01.

While the true problem has an unbounded domain [0, o), the approximations require
the domain of approximation to be a finite interval. Here we choose an upper bound
of b = 48 and place a regulated boundary at the upper boundary. The effect of this
truncation can be partly quantified by evaluating tliglo P(X(t) > 48) ~ 5.83 x 1079,

We obtain approximations to the generator of the fluid queue {(X(¢),¢(t))} via the
DG, QBD-RAP and uniformisation schemes. We do not apply slope limiting in this case as
slope limiting results in a non-linear operator which means slope limiting schemes cannot
be used to approximate the operator-Riccati equation by a matrix-Riccati equation. All
the discretisations use a cell width of A = 0.4. The approximate generator matrix is then
used to approximate the first-return operator W(s) as discussed in Section 2.4.3. As in
Section 2.4.3, let B™™, m,n € {+,—,0} be an approximation to B™" m,n € {+, —,0}
of dimension p, and recall that D™™ m,n € {4+, —} is given by

D" = R™(B"" + B"(B")"'B*"), m,n € {+,—},
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where R™ is a diagonal matrix with diagonal blocks 1/r¥I,, i € S, k € K™, where rF
is the (constant) value of ; on cell k. Then ¥, an approximation to ¥, is given by the
solution to the matrix-Ricatti equation

DT +UD W+ DY+ WD = 0. (7.19)

Due to the stochastic interpretation of the uniformisation and QBD-RAP schemes the
approximations to Y(s) have a stochastic interpretation as the first-return probabilities
of a fluid queue driven by a CTMC and QBD-RAP, respectively (see (Peralta Gutierrez
2019, Chapter 7) and Bean et al. (2021) for details on the latter). For the DG scheme
the approximation of ¥(s) is not as well-understood. Here, we assume that it is given by
the solution to (7.19) and is a polynomial approximation.

Ultimately, we approximate the first-return distribution

P(X(Cw({0})) < 2, 0(Cw({0})) = i [ X(0) ~ p), (7.20)

where we recall Gy (E) = inf{t > 0 | W(t) € E} is the first hitting time of {I/ ()} on the
set E. For Model 7.14, it is only possible for the process W(t) to return to 0 at time ¢
when (X (1), p(t)) € [0,1.6) x {10,00}, so we evaluate the approximations over this region
only. We use a grid of 10,001 points on which we evaluate the approximations of the CDF
in each phase.

For a ‘ground truth’ comparison, we simulated 5 x 100 realisations of the fluid-fluid
queue and recorded the value of {X(¢)} and {p(t)} at the time of first return of the
second fluid, {W(¢)}. The empirical approximation of (7.20) was then constructed, and
error metrics for the difference between the empirical CDF and the approximations were
computed. To account for Monte-Carlo errors we used a bootstrap with 1,000 bootstrap
samples to construct 1,000 bootstrap samples of the error estimates and ultimately esti-
mated the 5th and 95th percentiles of the error distribution. Each of the 1,000 bootstrap
samples was constructed by resampling the original 5 x 10 realisations 5 x 10'° times
with replacement.

In Figures 7.34 and 7.35 we plot the error metrics for the approximations to the
distribution (7.20). The DG scheme performs best converging rapidly until the error
in the approximation scheme is swamped by other numerical (simulation) errors®®. The
QBD-RAP scheme is second best and the uniformisation scheme appears to be the slowest
to converge. Here, the first return distribution appears to be smooth, hence we might
expect the DG scheme to perform well. The initial condition, however, is not smooth

$8There are a significant number of other sources of error here; the largest contribution to error is
simulation, but also machine precision errors, errors in solving the matrix Riccati equation to approximate
Y(s), errors from approximating error metrics (numerical integration/finding KS statistic), errors from
approximating the initial condition and truncation errors. Furthermore, for the QBD-RAP, since the
parameters «, S, s and D are found numerically, then there is another source of error from this.
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Figure 7.34: KS (left) and L! (right) errors between the simulated and approximate CDF's
of X (¢w({0})) in (7.20) for Model 7.14. The approximations were obtained via the DG
(blue solid line), uniformisation (green dashed line) and QBD-RAP (purple dotted line)
schemes. Bootstrapped 90% confidence intervals are shown by the lighter coloured bars
surrounding the lines. The black dotted lines are linear least-squares fits to the last 8
data points and the slopes of the least square lines are written next to the last point.

and the DG approximation violates the axioms of probability for the initial distribition.
Interestingly, however, there is no sign of this in the first return distribution.

By modifying Model 7.14 slightly, we can construct a first return distribution which
is discontinuous.

Model 7.15. Consider a fluid-fluid queue which is the same as Model 7.14 except

-k, if X(t) =0,
roo(X(t)) = =02, if X(t) =€ (0,2), (7.21)
927 ’I,fX(t) > 513'*,

with an initial distribution which is a point-mass at W(0) = 0, X(0) = 2,¢(0) = 00.

As before, we use the DG, uniformisation and QBD-RAP schemes to approximate the
model, and compare the approximations to simulations.

Consider a sample path of Model 7.15 which begins at X(0) = 2 in Phase 00 and
remains in Phase 00 until a time ¢ > 0.5. On this sample path, at time u < 0.5 the
position of the first fluid level is X (u) = 2 — 1.6u. Moreover, for v € [0,0.25], X (u) > z*
and roo(X(u)) = 6, =1 > 0, and for u € (0.25,0.5], X(u) € (0,z*) and roo(X(u)) =
—f; = —1 < 0. Hence, for u < 0.5 the second fluid level is W(u) = ul(u < 0.25) +
(0.25 — w)1(u > 0.25) and at time u = 0.5, the second fluid level first returns to 0,
i.e. Gw({0}) = 0.5 on this sample path. The probability of this sample path is e~(%1+72)x0-5,
Thus, in the distribution of the first return time of the second fluid level there is a point
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Figure 7.35: Cell-wise errors between the simulated and approximate probabilities of
X(¢w({0})) residing on each cell Dy or at the boundary for Model 7.14. The approxi-
mations were obtained via the DG (blue solid line), uniformisation (green dashed line)
and QBD-RAP (purple dotted line) schemes. Bootstrapped 90% confidence intervals are
shown by the lighter coloured bars surrounding the lines. The black dotted lines are lin-
ear least-squares fits to the last 8 data points and the slopes of the least square lines are
written next to the last point.

mass at u = 0.5 with magnitude e~(F1+/2)x05  Fyurthermore, on the same sample path
X (¢w({0})) = X(0.5) = 1.2, and hence there is a point mass with magnitude e~(F1+72)x0-5
in the distribution of X ({u ({0})) also.

Figure 7.36 plots error metrics for the first return distribution. Note that due to the
discontinuity, the KS error is bounded below in how small it can be. The approximations
all give a continuous approximation to the CDF, hence the smallest possible KS error is
1/2 the size of the discontinuity, which is ~ 0.184 here. Observing Figure 7.36 we see that
the DG scheme performs well, followed by the QBD-RAP scheme, then the uniformisation
scheme performs worst. However, the DG scheme results in an oscillatory solution which
does not represent a CDF'| as shown in Figure 7.37.

Summary

Although the initial condition in the DG scheme violated the axioms of probability, for the
smooth problem the DG scheme was highly effective, significantly outperforming the pos-
itivity preserving QBD-RAP and uniformisation methods. Interestingly the oscillations
in the initial condition were not present in the first return distribution.

For the discontinuous problem, the DG scheme displayed oscillations (in both the
initial condition and first-return distribution) and did not produce a legitimate CDF, but
it did produce the lowest errors. Of the positivity preserving methods (QBD-RAP and
uniformisation scheme), the QBD-RAP scheme performed the best for both problems.
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Figure 7.36: KS (left) and L' (right) errors between the simulated and approximate CDF's
of X (¢w({0})) (Equation 7.20) for Model 7.15. The approximations were obtained via the
DG (blue solid line), uniformisation (green dashed line) and QBD-RAP (purple dotted
line) schemes. Bootstrapped 90% confidence intervals are shown by the lighter coloured
bars surrounding the lines. The black dotted lines are linear least-squares fits to the last
8 data points and the slopes of the least square lines are written next to the last point.
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Figure 7.37: Approximations of the CDF of the distribution of X at the time (y,({0}) in
Phase 1 for Model 7.15. The blue line was obtained from the dimension-21 DG scheme,
the purple dotted line from the dimension-21 QQBD-RAP scheme, and the gold dotted
line is the empirical CDF obtained via simulation. The DG scheme displays oscillations
around the discontinuity, which mean that is does not represent a CDF.
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7.8 Discussion

In this chapter we have numerically investigated some properties of the QBD-RAP ap-
proximation scheme and compared it to existing schemes; the uniformisation scheme of
Bean & O’Reilly (2013a) and the discontinuous Galerkin scheme. In general, the numeri-
cal experiments show that the smoother the problem is, the better the performance of the
DG scheme, and it emphatically outperforms the other two schemes for smooth problems.
However, for problems with discontinuities the DG approximation can exhibit oscillations
and result in illegitimate approximations to probability distributions which violate the
axioms of probability. The QBD-RAP and uniformisation approximations are guaranteed
to produce legitimate distributions and, of the two, the QBD-RAP scheme almost always
produces lower errors.

To avoid the problems of oscillations we can sometimes employ a slope limiter with
the DG scheme which reduces the scheme to linear in the regions where oscillations are
detected. We implemented two slope-limited DG schemes, the DG-lim scheme which
takes a high order DG scheme and limits the solution as necessary, and the DG-lin-lim,
which is a linear approximation on a finer grid designed to use approximately the same
computational resources as the other schemes considered. The numerical experiments
demonstrate a significant loss of accuracy in the approximation when a DG-lim scheme
is used for discontinuous problems. We conclude that the DG-lim scheme is not a viable
scheme for the discontinuous problems considered here. The numerical experiments sug-
gest that the DG-lin-lim scheme can perform well, and is similar to the performance of
the QBD-RAP scheme, in the presence of discontinuities.

As a first step, in Section 7.2, we examined the ability of each scheme to approximate
various initial conditions. For the DG scheme, this is equivalent to a projection of the
initial condition on to a set of basis polynomials, for the uniformisation scheme this is
equivalent to projecting the initial condition on to a basis of constant functions, and for
the QBD-RAP scheme the approximation of the initial condition is as described in Sec-
tions 4.6 and 4.7. Section 7.2.2 demonstrates that the DG scheme (projection) can result
in oscillations and negative regions in the approximation when the initial condition is dis-
continuous. The uniformisation and QBD-RAP schemes avoid this, but appear to have
higher errors and the QBD-RAP scheme appears to have the largest errors. For discon-
tinuous initial conditions the rates of convergence are comparable for all three schemes.
When the initial condition to be approximated is sufficiently smooth, then the DG ap-
proximation is superior. The QBD-RAP scheme performed the poorest for the examples
considered.

Next, in Section 7.3, we investigated the performance of approximations for a simple
travelling wave model with various initial conditions. The travelling wave model is useful
as it allows us to investigate the ability of the schemes to capture the flow of probabil-
ity without stochastic dynamics and, since the solution is known, there is no need for
simulation. With the travelling wave model we demonstrate that, for problems with dis-
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continuities, the DG scheme can display oscillations and violate the axioms of probability,
while the other schemes (DG-lim, DG-lin-lim, uniformisation and QBD-RAP schemes)
avoid oscillations. For discontinuous problems the rates of convergence of the QBD-RAP
and DG-lin-lim schemes is similar. Interestingly, even though the QBD-RAP scheme per-
formed worst for approximating initial conditions in the previous section, it outperformed
the uniformisation scheme for this model, demonstrating that the QBD-RAP scheme can
capture the dynamics of the flow of probability better than the uniformisation scheme.
For smooth problems the DG scheme is superior.

We then investigated the performance of the approximations on a simple fluid queue
with two phases. First, in Section 7.4, we looked at the limiting distribution, which is
known to be smooth. Since the problem is smooth, then the DG scheme was superior as
expected. Of the uniformisation and QBD-RAP schemes, the QBD-RAP scheme gives
more accurate solutions.

In Section 7.5 we turned our attention to approximating transient distributions for
the same model and considered two different initial conditions, a point-mass and an
exponential initial condition. The discontinuous initial condition results in a discontinuous
transient distribution. As for the exponential initial condition, this example demonstrates
that, even if the initial condition appears ‘nice’, it can still result in non-smooth (i.e. non-
differetiable) solutions. The numerical evidence suggests that the lack of smoothness in
the problem with the exponential initial condition is not problematic for the DG scheme,
however, the DG scheme exhibits severe oscillations for the problem with the discontinuous
initial condition. For both initial conditions, the DG-lim scheme detects oscillations
and reduces the approximation to linear which renders the scheme not viable for these
problems. Of the uniformisation, DG-lin-lim and QBD-RAP schemes, the latter two
perform similarly, and better than the uniformisation scheme. Of the DG-lin-lim and
QBD-RAP schemes the QBD-RAP scheme performed better in the presence of a point
mass while the DG-lin-lim scheme performed better with the exponential initial condition.

Section 7.6 investigated the performance of the schemes for approximating the hitting
time distribution for the same fluid queue with two initial conditions, an exponential ini-
tial condition and a point-mass. For this problem there is never any in-flow of mass at
the boundaries of the interval and so, for a solution to be continuous, the initial condition
needs to be chosen carefully, otherwise discontinuities in the transient distribution may
result, as was the case for both initial conditions considered here. The numerical results
suggest that, due to discontinuities in the problems, the DG scheme may display oscil-
lations and violate the axioms of probability. Since the uniformisation, DG-lin-lim, and
QBD-RAP schemes can handle discontinuities, they perform suitably, with the QBD-RAP
and DG-lin-lim schemes performing similarly and better than the uniformisation.

Lastly, we applied the DG, uniformisation and QBD-RAP schemes to two simple fluid-
fluid queues in Section 7.7. In the first fluid-fluid queue, which appears to have a smooth
first return distribution, the DG scheme performs very well (however, the initial condition
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for the DG scheme displayed oscillations). Of the two positivity preserving schemes
considered, the QBD-RAP scheme performs better than the uniformisation scheme. In the
second example, which has a discontinuity in the first return distribution, the DG scheme
produces the lowest errors, but exhibits oscillations in the solution. The QBD-RAP and
uniformisation schemes do not produce oscillations and, of the two, the QBD-RAP scheme
performs best. Moreover, when computing approximations to the first-return operator of
a fluid-fluid queue in Section 7.7, the QBD-RAP and uniformisation schemes lead to an
algorithm that is theoretically justified. In contrast, to-date there no theory surrounding
the DG approximation to the same operator (let alone any positivity preserving variants
of the DG scheme).

In conclusion, when the problem is known to be smooth, the DG scheme is very likely
to produce excellent results. However, for discontinuous problems, the scheme can show
oscillations and may lead to illegitimate approximations to distribution functions which
violate the axioms of probability. The slope limiter overcomes this, but reduces the ac-
curacy of the DG scheme to linear near discontinuities, sometimes severely affecting the
quality of the approximation. A piecewise-linear DG scheme with a limiter, such as the
DG-lin-lim scheme considered here, can produce satisfactory results for some problems.
The uniformisation and QBD-RAP schemes are other alternative approximation schemes
which avoid oscillatory solutions and guarantee a legitimate approximation to distribu-
tions of fluid queues. Of the uniformisation and QBD-RAP schemes, the latter often
produced lower errors and performed similarly to the DG-lin-lim scheme. Moreover, the
uniformisation and QBD-RAP schemes have stochastic interpretations which can aid in
their analysis. For the application to fluid-fluid queues in this chapter the stochastic in-
terpretation is important as it justifies (and defines) an approximation to the first return
operator. For the DG scheme there is no such theory (that the author is aware of) and
this means that the approximation to the first return operator using the DG scheme is
not a rigorously defined object. On a similar note, the uniformisation and QBD-RAP
schemes result in operators which are linear, whereas the DG-lim and DG-lin-lim schemes
do not result in linear operators. When approximating the Riccati equation for the first
return operator this is necessary as the uniformisation and QBD-RAP schemes result in
a matrix-Riccati equation which can be easily solved in software, whereas slope-limited
DG schemes do not lead to matrix formulations as they are non-linear. In summary,
the QBD-RAP and DG-lin-lim schemes perform similarly and guarantee solutions which
obey the axioms of probability, however approximating operators of fluid-fluid queues is
justified when using the QBD-RAP scheme, it is not justified for the DG-lin-lim (or DG
schemes in general).
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Conclusion

A fluid-fluid queue is a stochastic fluid queue, where the driving process is a fluid queue
itself. Fluid queues provide a model for a single continuous performance measure of a sys-
tem in the presence of a random environment. Fluid queues have found a wide variety of
applications including risk processes, telecommunications, and environmental modelling,
among others. Given the success of fluid queues it is plausible that the extension to
fluid-fluid queues, which enable us to track two continuous performance measures of a
system, will also find success. Bean & O’Reilly (2014) provide an analysis of fluid-fluid
queues and derive operator-analytic expressions for the first-return operator, and limit-
ing distribution of a fluid-fluid queue. Motivated by the computation of the theoretical
operators for stochastic fluid-fluid queues in Bean & O’Reilly (2014), this thesis inves-
tigates approximations method for the generator of stochastic fluid queues. Cell-based
approximation methods are particularly useful as they allow flexible partitioning of the
approximate operators, which is required in the analysis of fluid-fluid queues.

In Chapter 3 we introduced a discontinuous Galerkin (DG) scheme for the approx-
imation of the generator of a fluid queue and show how to approximate the operators
from Bean & O’Reilly (2014). High-order DG schemes are known to perform well for
smooth problems, but problems, such as negative probability estimates, can occur in the
presence of discontinuities. In some contexts, slope limiting can be used to rectify this,
but they result in approximations to operators which are non-linear which complicates
the computation of the operators in Bean & O’Reilly (2014). The uniformisation scheme
of Bean & O’Reilly (2013a), which is equivalent to the simplest DG scheme, does not
give erroneous approximations in the presence of discontinuities but can converge slowly
compared to high-order DG schemes.

In Chapter 4, we introduce a new approximation to a fluid queue. Inspired by the
uniformisation scheme (which is a QBD process) and its ability to handle discontinuous
solutions, we construct a new discretisation of a fluid queue in the form of a QBD-RAP.
Chapter 4 describes the construction of the approximation and the intuition behind it.

In Chapters 5 and 6 we prove that the QBD-RAP approximation scheme converges
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weakly (in the spatial and temporal variables) to the distribution of the fluid queue.
Chapters 5 uses matrix-exponential-specific arguments in its proof and ultimately proves
the convergence of the QBD-RAP scheme to the fluid queue when the latter remains
within a given interval. Chapter 6 uses more traditional Markov process arguments to
prove a global convergence result for the approximation scheme.

Chapter 7 investigates, via numerical experiments, the performance of the DG, QBD-
RAP, and uniformisation schemes. In some contexts, we also implement two positivity
preserving DG schemes which utilise a limiter. For smooth problems the DG scheme was
superior, however, for discontinuous problems, the DG scheme exhibited oscillations and
produced negative probability estimates. One of the slope limited DG schemes, in which
a slope limiter is applied to a high-order DG scheme (which we title the DG-lim scheme),
performed very poorly due to the limiter reducing the order of the scheme to linear near
discontinuities. The QBD-RAP scheme performed similarly to the linear DG approxima-
tion on a finer grid with a slope limiter (the DG-lin-lim scheme). However, unlike the
slope limited DG-lin-lim scheme, the QBD-RAP scheme constructs an approximation to
the generator of the fluid queue which is linear and this is advantageous for the applica-
tion to fluid-fluid queues. The uniformisation scheme performed better than the DG-lim
scheme but worse than all the others.

In summary, this thesis investigated three main computational frameworks for the
analysis of fluid queues and fluid-fluid queues, namely, the uniformisation, DG, and QBD-
RAP schemes. The DG method is well known, but its application to fluid and fluid-fluid
queues has not been well-studied. The QBD-RAP scheme is a novel approach which over-
comes some known issues of the DG scheme, and converges faster than the uniformisation
scheme. Analysis of the QBD-RAP scheme proves that it is convergent. Numerical exper-
iments demonstrate the effectiveness of the approximation schemes for various problems.
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Mathematical background

A.1 Laplace Transforms

The Laplace transform is an important tool in many areas of mathematics, and is par-
ticularly useful in the analysis of fluid queues and fluid-fluid queues. Furthermore, in
Chapters 5 and 6 we work with Laplace transforms to prove convergence of the QBD-
RAP scheme.

For a measure p, defined on the Borel sets of [0, 00), we define the Laplace transform
of u to be

A = L0 = [ e
t=0

where the region of convergence is the set of values of A € R such that the integral is
finite. When p has a density, v, then the Laplace transform is

g(A) =0(\) = L(v)(\) = / e Mu(z) da.
t=0
When p is the probability measure associated with a random variable, Z, say, then we

may write
A(A) = Ele™7],

and the region of convergence is at least [0, 00). Further, letting E* be an exponentially
distributed random variable with rate A and noting that P(E* > t) = e, then

A(\) = P(Z < B%),

which gives a probabilistic interpretation of the Laplace transform. That is, the Laplace
transform with parameter \ > 0 is the probability that Z occurs before £*, an indepen-
dent random exponential time with rate A, occurs.

A convenient property of the Laplace transform which we utilise is the Convolution
Theorem.
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Theorem A.1 (Convolution Theorem). Let f,g : [0,00) — R be integrable functions,
then

c(f t:Of(U)g(t ~0)du) ) = £ (1) £ (o)

The Convolution Theorem states that the Laplace transform of the convolution, given
t
by / f(uw)g(t —u)du, is equal to the product of the Laplace transform of f and g.
u=0

The Laplace transform is unique in the sense that, if ;1 and v are two measures on the
Borel sets of [0, 00) and

u(A) =v(A)
for all A > a with a < oo, then p and v are the same. In terms of functions, f, g : [0,00) —
R, if
L) = L(g)(N),

for all A > a with a < oo, and f and ¢ are continuous, then f(t) = g(t) for all ¢ > 0.
Without knowing f and ¢ are continuous, then we can only claim that f(¢) = g(t) for all
t>0,t ¢ N, where N is a null set with respect to Lebesgue measure.

A.2 Kronecker products and related results

Here we describe Kronecker products and sums and some of their properties (see Bladt
& Nielsen (2017), and also Appendix A.4, for further details). We use the results in this
section to manipulate certain matrix expressions in Chapter 5.

Let
air ... Qim b11 e blm’

A=| ... B =
ap1 -+ Qpm bn’l bn’m’

be matrices with dimensions n x m and n’ x m/, respectively. The operator ® is the
Kronecker product of two matrices;

(ZHB e almB
AB=| ... o
amB ... a,.B

which is an nn’ X mm’ matrix.
Let C, D be matrices with dimensions m x k and m’ x k’. A property of the Kronecker
Product is

(A B)(C® D)= AC ® BD. (Mixed Product Rule)
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If A and B are invertible matrices, then
(A B)'=A"'®B™. (A1)

Let A and B be n x n and m X m matrices, respectively. The Kronecker sum of A
and B is denoted by & and defined as

The exponential of a square matrix B is

=1
B __  nn
€= Z n!
n=0
A property of the Kronecker sum is
eAPB = e @ B, (A.2)

Lemma A.2. Let T and C be n X n, square matrices with C diagonal and invertible;
let S be a p X p matriz. Further, suppose [T @ I + C ® S — M| is invertible for A > 0.
Then

/ ef)\te(T®I+C®S)t dt = / eC’l(Tf)\I)x ® eSx dx (C ® I)—l ) (A?))
t=0 x=0

Proof. Computing the integral on the left-hand side and then factorising the result and
using the Mixed Product Rule multiple times gives

/ e—Ate(T(X)I—O—C@S)t dt = — [T ® T + C ® S — )\I]_l
t=0

=TI+ (CoI)(I®S)—- M|
——[(Coen((Cel) (Teo)+IeS—(CaI) ' AI)] .
(A.4)
By Equation (A.1) and since C is invertible, (A.4) is equal to

1

—[(CoD)((C'eI) (Tl +I®S—(C'oI)X)| . (A.5)

Using the Mixed Product Rule and algebraic manipulation, (A.5) is equal to

-1

—[(cen((C'T)eI+I®S— (C'\)®1)]
——[(ceD)(C(T-M)oI+I®S)]"
—_[(c' @ - ) eI+I®S] (CoI)!
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——[(c(T- D)es] ' (CeDn™, (A.6)
by definition of the Kronecker sum.
Now, for an invertible matrix A we can write —A~1 = / e” dz. Therefore, (A.6)
is =
—[(c'(T-AD)asS] (CoI) " = / e(CTHTA)3Se 40 (C @ T) 7
=0

Using the rule in Equation (A.2) gives
/ e(Cfl(T—)\I))CC ® eSw dr (C ® I)—l 7
=0

which is the result. O

A.3 Convergence theorems

We use the following convergence theorems to help us prove that the QBD-RAP scheme
converges weakly to the distribution of the fluid queue. The first result we state, the
Portmanteau Theorem, is a sweeping statement about convergence of measures. First,
let’s define the notion of weak convergence. We follow Billingsley (1999).

Let S be a metric space and let S be the Borel o-algebra generated by the open sub-
sets of S. A probability measure, P, is a function which maps elements of S (elements of
S are sets) to real numbers in the interval [0, 1], with P(S) = 1. Further, P is countably-
additive, which means that for any countable collection of disjoint sets Ay, As, ... € S,

then . .
P (U An> => P(A).

Define the notation Pf = [, fdP where f : S — Ris a function. Let Py, P,, ..., be a
sequence of probability measures. For a given function f, the sequence P, f, P»f, ..., is
simply a sequence of real numbers. The sequence of probability measures Py, P, ...., is
said to converge weakly to P if P,f — P f for every bounded continuous real function f.
Billingsley (1999) uses the notation P, = P to denote this weak convergence.

We need a few more definitions before stating The Portmanteau Theorem. A set A € S
is said to be a P-continuity set if A (the boundary of the set A) satisfies P(0A) = 0.
Define the limit inferior and limit superior of a sequence of real numbers x1, xo, ..., as

liminf z,, = lim (inf xm)

n—o0 n—oo \ m>n
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and

limsupx, = lim (Sup l’m) )

n—00 n—=00 \ m>n
respectively.

Theorem A.3 (Portmanteau Theorem I, Theorem 2.1 of Billingsley (1999)). These five
conditions are equivalent.

(i) P, = P.

(ii) P,f — Pf for all bounded, uniformly continuous f.
(111) limsup, P,F < PF for all closed [sets] F.
(iv) liminf, P,G < PG for all open [sets] G.

(v) P,A— PA for all P-continuity sets F.

Some authors, such as Klenke (2014), also include the following equivalent condition
in the Portmanteau Theorem.

Theorem A.4 (Portmanteau Theorem II, Theorem 13.16 of Klenke (2014)).
(vi) P,f — Pf for all bounded, Lipschitz continuous f.

Recall that a stochastic process is a sequence of random variables {X(¢)}er. The
finite-dimensional distributions of {X(t)},e7 are the joint distributions of the random
vector (X (t1), X (t2), ..., X(t,)), where t1,ts,....,t, € T is a finite collection of times.

Key concepts in establishing weak convergence of stochastic processes are the notions
tight and relatively compact. Again, we follow Billingsley (1999). A probability measure
P is said to be tight if for each e there exists a compact set K such that P(K) >1—¢e. A
family of probability measures, 11, is said to be tight if for every € there exists a compact
set K such that P(K) > 1 — ¢ for every probability measure P in II. The family II
is relatively compact if every sequence of elements of II contains a subsequence which
converges weakly.

Let Py, P, ..., and P be probability measures of stochastic processes. Billingsley (1999)
provides the following result.

Theorem A.5. If {P,} is relatively compact and the finite-dimensional distributions of
P, converge weakly to those of P, then P, =, P.

Further, the condition that {P,} is relatively compact can be replaced by tightness
due Prohorov’s Theorem (Billingsley 1999).
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Theorem A.6. If II is tight, then it is relatively compact.

Another tool we can use to show convergence of measures is to show that the Laplace
transforms converge, as stated in the following theorem.

Theorem A.7 (Extended Continuity Theorem, Feller (1957), Theorem 2a). For p =
1,2,..., let U, be a measure with Laplace transform C,. If (,(A) = ((X) for A > a > 0,
then ¢ is the Laplace transform of a measure U and U, — U [weakly].

Conversely, if U, — U [weakly] and the sequence {(,(a)} is bounded, then (,(A) — C(N)
for A > a.

In Chapters 5 and 6 we use the Dominated Convergence Theorem to aid our conver-
gence arguments. In applied probability we often want to prove convergence of certain
expressions. An approach which can simplify matters is to partition the expression on
certain events where we have a simpler characterisation, thereby enabling us to prove
convergence on each element in the partition. The original expression can be written as
an integral over the partition. To establish the convergence result we initially desired, we
can use the convergence of each element of the partition and the Dominated Convergence
Theorem. I have taken the following from Theorem 1.13 Stein & Shakarchi (2009). Stein
& Shakarchi (2009) use the notation

[ 1= [rao= [ ram)

where m denotes Lebesgue measure, to denote the Lebesgue integral.

Theorem A.8 (Dominated Convergence Theorem). Suppose {f,} is a sequence of mea-
surable functions such that f,(x) — f(z) almost everywhere with respect to x, as n tends
to infinity. If |fu(z)| < g(x), where g is integrable, then

/|fn—f|—>0 as n — oo,

/fn—>/fasn—>oo.

Also in Chapters 5 and 6 we want to manipulate infinite sums or integrals and rearrange
the order of summation or integration. However, things can go awry when we swap the
order of integration/summation if we are not careful. The next few results give some
conditions under which we have equality under before and after swapping the order of
summation/integration. Once again, we follow Stein & Shakarchi (2009) quoting their
Theorem 2.13. If f is a function in R? = R% x R, the slice of f corresponding to y € R%
is the function f¥ of the x € R% variable, given by

[ (x) = f(z,y).
Similarly, the slice of f for a fixed x € R% is f,(y) = f(z,v).

and consequently
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Theorem A.9 (Fubini’s Theorem). Suppose f(z,y) is integrable on R x R%. Then for
almost every y € R%:

o The slice fY is integrable on R™ .

o The function defined by [.q, fY(x)dz is integrable on Rdz,

Moreover:
(ii1) ( f(z,y) dl’) dy= [ .
RdQ Rdl Rd

Stein & Shakarchi (2009) then state

“Clearly, the [Fubini] theorem is symmetric in z and y so that we also may
conclude that the slice f, is integrable on R% for almost every z. Moreover,
Jras f2(y) dy is integrable and

/ ( ﬂmwdﬁcuz ;.
Rdl Rd2 Rd

In particular, Fubini’s theorem states that the integral of f on R? can be
computed by iterating lower-dimensional integrals, and that the iterations
can be taken in any order

/ ( f<:c,y>dm) w= [ ( f(x,wdy) dr= [ 5
Rz R% R%1 Rd2 Rd

It is this last statement which is most powerful. Effectively, if either

/m (/Rdl !f(ﬂc,y)!d:c) dy < o0,
[ (] 1) as < o

then we can swap the order of integration.

A closely related theorem which is often used alongside Fubini’s Theorem is Tonelli’s
Theorem. Define the extended Lebesgue integral of an extended valued (it can take the
value +00) non-negative function f by

[ flayaz - s [ az

Theorem A.10 (Tonelli’s Theorem). Suppose f(x,y) is a non-negative measurable func-
tion on R“ x R%. Then for almost every y € R%:

or
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o The slice fY is integrable on R%,
o The function defined by fRd1 f¥(x)dz is integrable on R%.

Moreover:
(iii) ( f(z,y) dx> dy = [ f(z,y)dxdy in the extended sense.
Rd2 Rdl Rd

Once again, we note that the theorem is symmetric in x and y, so we can establish
that we may swap the order of integration provided that f is non-negative. Tonelli’s
Theorem allows us to exchange the order of integration for any non-negative extended
real-valued function, and includes the case where the value of the integral is infinite. In
contrast, Fubini’s Theorem allows us to exchange the order of integration for any real-
valued function, provided that the integral is finite.

Collectively, we refer to Theorems A.9 and A.10 together as the Fubini-Tonelli The-
orem, but they are otherwise known collectively as just Fubini’s Theorem. Often, they
are used in conjunction. Since |f]| is a non-negative function, then we may use Tonelli’s
Theorem and compute (or bound) the integral [|f| via computing an iterated integral.
If this is found to be finite, then Fubini’s Theorem applies so f is integrable, and we may
evaluate [ f via an iterated integral.

In the context of probability, the function f which we are integrating is often positive,
so Tonelli’s Theorem is all that is required to justify a swap of iterated integrals.

A.4 Sundry mathematical concepts

Polynomials

The discontinuous Galerkin method involves projecting the operator equation onto a
basis of functions, typically polynomials. A convenient basis with which to work is the
interpolating Lagrange polynomials. The order p — 1 Lagrange polynomials are defined
by a set of points, &,7 = 1,...,p, (the &’s must be distinct), and are given by

p T_fj
i\r) = 7i_17 D
() ]1_11:61‘_5]

J#

A convenient property of the Lagrange polynomials is

0 otherwise.

Sometimes it is more convenient to work with orthogonal polynomials. Two functions

f and g are orthogonal on a set D if [ o f(x)g(x)dz = 0. Let U be a vector space
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of functions (for example, the space of polynomials of order p — 1). The orthogonal
complement of U, denoted U+, is the set of functions f such that f is orthogonal to every
geU, [,p flx)g(z)dz. Any function h(z) can be decomposed into h(z) = h¥(z)+h*(z)
where hY € U and h' € U™, the orthogonal complement of U.

The Legendre polynomials are a set of orthogonal polynomial which are defined recur-
sively by

P0($) = 1
P(z) =z,
(n+1)P,1(x) = 2n+ DzP,(x) — nP,_1(x),

and are orthogonal on [—1,1].
The zeros of (1 — 2?)P!(x) define the Legendre-Gauss-Lobatto points, which are used,
among other things, for numerically approximating integrals via quadrature.

Numerical integration

To numerically approximate integrals in the discontinuous Galerkin schemes in this thesis
we can use Gauss-Lobatto quadrature. Consider the integral of some function f over the
interval [—1,1]. Quadrature approximates the integral by evaluating the function on a
set of points, x;, « = 1, ..., p, and computing the weighted sum

=1

where w; are weights. There are various quadrature schemes which one can use.

For the discontinuous Galerkin method, Gauss-Lobatto quadrature is convenient as
in both we evaluate the function at the end points of the interval. For Gauss-Lobatto
quadrature, the nodes, z;,i = 1,...,p is the zero of (1 — 2?)P!(z) where P, is the nth
Legendre polynomial, the weights are given by

wy =1,

2
DR T P
wy = 1.

Gauss-Lobatto quadrature is accurate for polynomials up to degree 2p — 3. An integral
over the interval [a, b] can be approximated by

b b b b
/af(x)d “Zf( 2axi+a; >w
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We also use a trapezoidal integration rule at times. Consider the integral f: f(z)dz.

A trapezoidal rule with p evenly spaced grid-points approximates the integral via

/ f(z)de ~ Z @iz + f(xi))A’

2

. . b—a

where z; =a+ (i —1)A,i=1,...,p, and A = T
p_

Measuring the difference between distributions

In the numerical investigations in this thesis we evaluate approximation schemes by com-
paring the resulting approximations they produce with a ground truth. For comparing
distributions we use L” norms and the Kolmogorov-Smirnov distance. The LP norm of a

function f is given by

([1rra) v

The Kolmogorov-Smirnov distance between two distribution functions, Fi, F3 is

SI;P|F1($) — ()]



Appendix B

DG applied to a toy example

This appendix has been taken from Appendiz 2 of Bean, Lewis, Nguyen,
O’Reilly & Sunkara (2022) with only minor changes, such as notations,
so that this chapter is consistent with the rest of the thesis. I am a co-
author of the paper Bean, Lewis, Nguyen, O’Reilly € Sunkara (2022).

Here we include a small toy example to show how we construct a DG approximation and
to help clarify the notation.

Consider a process {(W(t), X (t), o(t))};»0 With two phases, ¢(t) € S = {1,2} and
generator matrix T. Let b = 1.8, and the cell edges be wg = 0, w; = 1, wy = 1.8. We
choose a basis of Lagrange polynomials of order 1 to define our approximation space.
That is,

po(r) =1 -, da(r) =, z € (0,1),
B 1.8 -z oz 1

Bhla) =~ Hla) ==, v e (1,18),

The mesh and basis functions are shown in Figure 1. We can verify that the matrices M
and G are given by

1/3 1/6| 0 0
M_{Mlo}_ 1/6 1/3| 0 0
L0 |M| | 0O 0 [4/15 4/30 |’
0 0 |4/30 4/15 |
~1/2 1/2] 0 0 ]
G_[Glo}_ —-1/2 1/2| 0 0
10 |Gy | 0 0 |—-1/2 1/2
0 0 |-1/2 1/2
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1 \¢o() 5 (x)

Ty = 0 DO T = 1 Dl Tog = 1.8

Figure 1: A mesh with nodes wy = 0, w; = 1 and wy = 1.8. There are two basis functions
on each cell. Boundaries are located at wy = 0 and wy = 1.8.

Let cp = 1 and Cy = —2. Then the cells are DO,I = (0,1), D1’1 = [1,18), D072 =
(0,1], D12 = (1,1.8) and the flux matrices are given by

0 010 0
F_[FIOO F{”}_ 0 —1|1 0
Yl o |FT| |0 00 0 |
0 0|0 —1 |
[ —1 0] 0 0]
F_[Fgo 0}_ 0 0/ 0 O
PTIUECIFET| | 0 1[-10
0 0|0 O]

Suppose that ri(z) > 0 on Dy; = F;" and ri(z) < 0 on Dy; U {1.8} = F,, and
further, that ro(z) < 0 on {0} UDys = F, and ry(x) > 0 on Dy 5 = F,". Specifically, let

1 € (0,1) -l z=0,
x
= 7 =<2 x¢€(0,1],
e {_1 TINE B 1 x€E1 1]8)
T ,1.8).

Then, constructing B we get
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—1 Dy D, K+1
Fy v Fy v v Fr
d-1,0 a(1) 1 a% 1 CL(l)}2 a(Q)}z ah a%g aiQ aiQ dK+1,1
[ T 475, —2T5 0 0 0 0 0 0 0
0 Ti1—3 3 T 0 0 0 0 0 0
0 —1 T —1 0 T 5 —2.5 0 0 0
2 To, 0 Toy — 2 -2 0 0 0 0 0
0 0 T 6 Too — 6 0 0 0 0 0
0 0 0 0 0 Ty — % % T 0 0
0 0 0 0 0 —g Ty — 5 0 Ty 1
0 0 0 —4 8 15, 0 Thy — % —% 0
0 0 0 0 0 0 T L Tnp-L| 0
| 0 0 0 0 0 0 0 —2T5 47719 Ty ]
We also have sub-matrices
T, —3 3 0O 0 |0
++ _ 11 +— _
By = -1 T, -1 ] » By [ 5 —2510 ] ’
(Ta-¥ % |0
__ _ 07T 0
By =| -2 my-2|1 ,BE—{O 0 T }
.0 0 [Tn .
[ T 0 ] -
Byf=| 0 T |.By=|'2 00 } ,
| 2T, 4T, “
B;l = T 0 7B;2+: ﬁz T _Qﬁj|7
I 0 T21 | L D) 22 2
Tyy| O 0
B;z_:[g 04 3}732_2_: 2 | Ty —2 -2
0 6 Thy — 6

—+ _ ++ _ — ++ _ —_— _ —+ _
and B11 = 032, B12 = 0942, B12 = 0O9x3, Bz1 = 0242, BQl = 0343, BQQ = 032,
where 0,,y,, denotes an n X m matrix of zeros. Furthermore,

B++ —

2

Ty,—-3 3 0 0
~1 Ty—-1] o0 0
0 0 T2215—§ —125
0 0 55 b
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0|7, 0[O0 0 |0
g-_ |00 Tl 5 -25/0
0[—4 8 [T 0 [0’
0] 0 0|0 Ty |0
[ 4Ty —2Ty | O 0 ]
Ty 0 0 0
0 Ty 0 0
B7=1"% 0 Tio 0 |’
0 0 0 Ty
| 0 0 |[—2T, ATy
[ T| O 0 0 0 0 ]
2 [Typ—2 -2 0 0 0
B—_ |0 6 Tyn-6[ O 0 0
10 0 0 [Tu-2 -3 |0
0 0 0 -2 Ty =21
| 0 0 0 0 0 T1

Since 7 (x) and ro(x) are constant on each cell then RT and R~ take a particularly
simple form. We have

100 00 o]0
0[1/2 0 [0 0]0
~ lo] o 120 0]0

+ _
R= B =T 0 1ol
0 0 0|0 10
00 0 (001,

The DG approximations D™"(s), m,n € {4+, —} can now be constructed as
R™ (B™ — s —
R™B™ n # m.
For a given value of s, we construct and solve the matrix Riccati equation,
D' (s) + ¥(s)D " (5)¥(s) + D™ (s)®(s) + ¥(s)D " (s) =0,

for the matrix ¥(s) using, for example, Newtons method (Bean et al. 2009a). To obtain
the stationary distribution we require ¥(0).

Now, to find &, we solve the linear system in Equations (2.28)-(2.29). The result is a
vector which we denote,

f = [ 5—1,2 ‘ fé,z 53,2 ‘ 5%1 5121 ‘ §K+1,1 ] )
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where _; 2 is an approximation to lim P (X (6,) = 0,p(0,) = 2) and k1,1 is an approx-
imation to the artificial point massnTﬁ P(X(6,) =1.8,¢(0,) =1). For x € Dy, an ap-
proximation to the density of lim P (n)?@n) € dxz, ¢(6,) = 2), is constructed as & ,p4(z)+
£02¢5(x). Forz € Dy an apng;?mation to the density of lim P (X (6,) € dx,p(6,) =1),

is constructed as &1 101 (z) + &7 07 ().
Next, given a value of w, we solve the system (3.11)-(3.15) to find p = p~ and 7 (w).
For the point masses we have

P = [ P-12 ‘p(l),z p(2),2 ‘Ph p%; ‘PK+1,1 } )

where p_; 5 is an approximation to lim P (W(t) =0,X(t)=0,¢ = 2) and pg41,1 is an

t—r00
approximation to the artificial point mass tlim P (W(t) =0,X(t) =18,¢(t) = 1). For
—00
x € Dyo, an approximation to the density of tlim P (W(t) =0,X(t) € dz,¢(t) = 2), is
—00

constructed as pj,dg(z) + pgod5(x). For z € Dy, an approximation to the density of
tlim P (W(t) =0,X(t) € dz,o(t) = 1), is constructed as p} ¢l (z) + p? 03 (z).

—00 ’ ’

Similarly, for 7w~ (w), we have
7 (w) = [ To1a(w) | mha(w) mEo(w) [y (w) 7 (W) [ Traaw) ],

where m_; o(w) is an approximation to lim P (W(t) € dw, X(t) =0,p(t) = 2) and T 111 (w)

t—00
is an approximation to the artificial point mass tlim P <W(t) € dw, X(t) = 1.8,¢(t) = 1>.
—00
For z € Dy 5 an approximation to the density of tlim P <W(t) € dw, X(t) € dx,p(t) = 2),
—00
is constructed as 7 5 (w)dg(x)+75 o (w) P (). For x € Dy an approximation to the density
of lim P <W(t) € dw, X(t) € dz, p(t) = 1), is constructed as 71 | (w) @] (z)+7%, (w)d? ().
—00 ’ ’
For 7wt (w), we have

7"'+(w) = [ Wé,l(w) W(Q),l(w) ‘ 77%,2(1”) Wf,z(w) ] .

For z € Dy ; an approximation to the joint density of tliglo P (W(t) € dw, X; € da,o(t) = 1)

is constructed as 7, (w)pg(x)+75 , (w)Pg(z). For x € Dy 5 an approximation to the density

of lim P (W(t) € dw, X(t) € dz, p(t) = 2) is constructed as 7} ,(w)¢1(x) +77 o (w) 7 (2).
In summary, for i« € S, a global approximation of the joint stationary distribution is

lim P (W(t) e dw, X(t) € da,p(t) = z) ~ Y A (w)e(r) dedu,
tee ref1,2},ke{0,1}
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for z € (0,1.8), w > 0, and

limP(W ) =0,X(t) € do,p(t) =i

t—o00

~ Y (@) dr, we(0,18),

re{1,2},ke{0,1}

Jim P (W e dw, X(t) = 0,0(t) = i) ~ m_1(w)dw, w >0,
—00
lim P <W —0,X(t) =0, 0(t)
t—o0
lim P ( (1) € dw, X(1) = 1.8, p(t) = i) ~ ms1s(w)dw, w >0,
—00
)

1imP<W()_0 X(t) = 1.8, p(t) =

t—o00



Appendix C

Properties of the DG operator B

In this section we prove that the DG approximation B conserves probability.
Recall that the coefficients ay;(¢) can be used to construct an approximate solution to a
differential equation at time ¢ as uy ;(z,t) = ap;(t)¢r(z) . Fori € S, k € K, r € {1, ..., pr},

Yk+1
define oy ,;(t) = a;,i(t)/ ¢ (z) dz, and row-vectors oy i(t) = (g ;(t))re1,..pr}- Mo-

-----

a=yp,
tivated by the fact that we may be interested in approximations of the probabilities
P(X(t) € Dy, (t) = ©) rather than the function uy; itself, we can pose the problem
equivalently in terms of the integrals

P(X(£) € Dty olt) = i) ~ ans(t) / ) de = a1

Define
ay(t) = (a(t))ies, and a(t) = (ax(t)))rex,

and matrices

Yk+1
P, = diag (/ o (x) d:c) , ke K?,

=Yk
Iy ® Py

P =
Iy ® Py

.....

P is invertible. This is the case for the Lagrange polynomials, but not, for example,
for the Legendre polynomials. We can (loosely) interpret the new coefficients o, ,(t) as
representing the amount of probability captured by the basis function ¢} (z) in phase i.

231
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d

The differential equation (3.9) can be equivalently expressed as Ea(t) = at)B,

where
Iis_, Iis_,|
B = P! B P
I\3K+1\ I|SK+1|

Let

B =T, ® (¢0( )M, 1P0)
B = —[efil(e < 0)]ieses., @ Py bo(0),
PEFLE Tk-® (¢K( M 1PK)
BEE = [eipiy1 (e > O)]iES,jESK+1 ® Py ¢ (b))
Bk — {Tiink + P (Ff+ G)M 'R, i=j,

o fork=1,2,... K — 1,
ﬂjka Z#]?

B — Ty, + Py (F° + Go) My ' Py i = j,
TyiLy, — cibiyjl(c; < 0)E°My ' Py i # j,
g _ [Tk + PR EN L GOMP =
Tw x + el > 0P FRNM P i # 5,
1 k,k+1 : ;
kk+1 F Mk‘HPkH Z.:j.’ for k=0,1,... K — 1,
opk i 7 J,
GPFM ML P =
%Zlk_ ko L k=17 k=1 Z J.’, for k=2,... K,
0, i 7 J,
B} BN
Bk — : , for k € K°,
SB?\% %%C,N
[ B By
%k,k—i-l:: 7fOI'k‘:O,]_,K_].,
kok+1 kok+1
L SBN’1+ %N,;
r okk— k,k—1 7
By B
pBhk-1 _. : ; , for k=1,2,... K.
kk—1 kk—1
L By BN
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Then
I T 14 B0 |
%Ufl %00 ;301
%10 ;Bll ;312

;BK—LK—2 %K—I,K—l %K—I,K
%K,K—l ;:BK,K %K,K—f—l

K+1,K
DIE TK+LK+1

Remark C.1. One may recognise the structure of B as the structure of a quasi-birth-and-
death process (QBD), with levels k € K°. This raises whether B is indeed a representation
of the generator matriz of a QBD, or (QBD-like process. In the case of a constant basis
function on each cell, i.e. pr = 1 and ¢}.(z) < 1, k € K°, then B is the generator of
a QBD: it has zero row-sums, negative diagonal entries, and non-negative off-diagonal
entries, the QBD-phase variable is {p(t)} and the level is k € K. In fact, if Ay is the
same for every k € K°, then this is the same QBD discretisation of a stochastic fluid
process analysed by Bean & O’Reilly (2013a). However, for higher-degree polynomials B
is not necessarily the generator of a QQBD process. We conjecture that, using polynomial
basis functions, then p, = 1 and ¢i(x) < 1, k € K° is the only DG approzimation which
has an interpretation as a QBD-like process — not even as a QBD-RAP (Bean € Nielsen
2010).

For simplicity, define Dy = [yk, yr+1]. In the following lemma, we use the follow-
ing properties of the Lagrange interpolating polynomials defined by the Gauss-Lobatto
quadrature nodes.

Pk
1 ze€ Dk,
Property 1 o (x) =
; ; 0 a¢ Dy

For k € K°, let e* be a row-vector of length p, with a 1 in the nth position and zeros
elsewhere.

Property 2 At the cell edges, ¢ (yx) = eF and ¢y (ypi1) = €F | k € K°.

Pk’
Lemma C.2. If {¢}.(%)}req1,..p), are chosen as the Lagrange interpolating polynomials
on Dy, k € K°, then the matriz B has zero row-sums.

Proof. First we make numerous algebraic observations. Let 1 and 0 be column vectors of
ones and zeros, respectively, with an appropriate length depending on the context. Using
Property 1, observe that
P !
M=) Or. (1) (x) da

o—1 J z€Dy, re{l,...px}
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!/

= ( . Gil(r) Y o) dx)

_ ( [ o dx)
z€Dy, re{l

=P,
hence Mk’IPkl = 1. Also,

..... Di

Pk d !
G.M_'P.1 =Gl = Z/ w(1)—0o5 () da:)
s=1 €Dy,

([ a6 d:c)

€Dy

/
d
. )1 d:v)
x
€Dy, re{l,...,pr}
=0,

where we have again used Property 1. Consider ¢; > 0 and let b and d be arbitrary
row-vectors of length p, and pg.1, respectively. By Property 2, for k € K°,
F"b = — ¢ (yrs1) dr(yes1)b
k A\ k
- _(epk),epkb
= _bpk: (e];k)/7

F@'k’kﬂd = Ok(Yrt1) Prr1(Yrs1)d
- (e, el
= d1(6];k)/-
Hence, observe that
Pk_lﬂkkMk_lpkl = Pk_lqbk(yk),l = _Pk_IEhHle_lPkl = —Pk_l(eﬁk)'a
for k=0,1,..., K — 1. Similarly, for ¢; <0,
PCUF M P = P ()1 = =P B M P = — P (el
fork=1,... K.

Now, with the above observations made, we first claim that, for ¢; > 0, and k =
0,1,.... K — 1,

jJES JjES
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=0.

The first sum is zero since T is a generator of a continuous-time Markov chain. This
leaves the other two terms, which, using our observations, we get

PN FM* + GOM P+ o, P FP M Pl

=P F" M Pl + ;P Gy M Pl + o PO E T M Pl
= 0.

For ¢; >0 and k= K,

> B+ B

JjES
= ZﬂjIpK]- Z Czng 1FKKM 1PK1 - Z CzpwP ¢K< )
JES JES— ]ESK_H

+ ;P (FEE 4+ G )M Pyl
== > apy P Ff M Pl
JES_
Y B PR MR+ P EEM P
JESK+1
+ ;PG My Pil
= =P FM M Pl + o P BN MG Pl + ¢, P Gl
=0.

Similarly, for ¢; < 0 and k =1, ..., K, using the same arguments as before we have

S B+ B =Y TyL, 1+ ¢ P (FF + G M Pl + ¢, P FY T M P
JES JjES
=

For ¢; <0 and k= K,

Z %%01 + %?]-_11 = Z,I‘ij‘l—pol - Z Ci]\?/ijPO_IEOOMO_lP()l - Z Ci]\?/ijPO_ld)g(O)/l

S jes JEST JjES_1
+ Py Y (FY + Go) M Pyl
= 0.

This just leaves the boundaries. For the lower boundary;,

B+ B I =T 11+ [T_14 ® (¢o(0)M; ' Py)] 1
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Swapping the order of summation and recalling M, !P.1 = 1 then this is equal to

T,L,l]_ + [T,lJr X ((ﬁo(O)MalP()) 1] 1= T,L,l]_ + |:T,1+ X 6(1)1} 1
- T—l,—l]- —|— [T_1+ ® 1] ]_
= T_1’_11 + T—1+1
=0.

For the upper boundary,
PETLET L 3K — Ty o1+ [Tryr- @ (P (b) Mgt Pl
Swapping the order of summation and recalling M, 'P.1 = 1 then this is equal to

Trci1x011 + [Trs1- @ (P (b)) Mg Pi)l]1l = Trey1 g1l + [Trsr- @ efK 1]1
=Tk k11 4+ [Tri1- ® 651{]1
=Trxi1x11+ T 1
=0.

Combining all the above we have shown that the row sums of B are zero. ]

Corollary C.3. The DG approximation to the generator B conserves probability. That
1s, for allt >0,

Z q-1:(t) + Z gr+1,i(t) + Z /e(o ) wi(z,t)dz

1€S_1 1€SK+1 €S
= Z q-14(0) + Z qr+1,:(0) +Z/ w;(z,0) dx.
€S 1€SK 11 €S z€(0,b)

-----

77777

and Y™ (z) = §(z — b) to capture the point masses at the boundaries. Let us use
the same vector notation for the basis i} (z) as we do for ¢}(z). For k € K°, since

..........

such that 1y (z) = VF¢,(z)'. Trivially, this also holds for k = —1, K + 1.
Let

Iis_,
W = P
I\5K+1|
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and

Iis .| |

For a DG approximation, B, constructed from the basis {9} },c(1,.. p.}.kek, it can be shown
that B is similar to 28 with similarity matrix, VW such that

By =VW3,,W'V' ijes.

Therefore,

/ Bip(a) de = VWS, W1y Vo(r) de
z€(0,b)

z€(0,b)
= VWSB,W W1
- VW%Z] 1,

since / ¢(z) dz = W1. The row sums of B are 0, hence
z€(0,b)

/G(O b)ZBiﬂb(m)’dx =VW)> B;1 (C.1)

JjES JES
— VWO (C.2)
~ 0. (C.3)

Let Ya;(t), i € S denote the coefficients related to the DG approximation constructed

,,,,,

constructed by the DG method is

< (Ya; () ¥(x) =) (Yai(t)) Byh(z).

dt €S

Integrating over = € (0,b) and summing over j € S we get

d ) /
/xe(O,b) JGZS dt (waj(t)) ¢<I> dox = /IE(O’b) Z Z (ﬁ)ai(t)) BZJI/J(.I) .

jeS €S
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Exchanging the order of operations gives

%Z (1/)aj<t)) / ¢($)’dx = Z (1/’al-(t)) /me(()’b) Z Bij’l/)(l‘)/dft — 0, (04)

jeS z€(0,b) €S jes

where the right-hand side is 0 due to Equation (C.1). This holds for all ¢ > 0. The
left-hand side of (C.4) is the rate of change (with respect to time) of the total mass of the
system. Since this is 0 for all £ > 0, there is no change in the total mass of the system
and thus probability is conserved. O]



Appendix D

Properties of closing operators

This appendix is dedicated to proving that the closing operators in (4.32)-(4.34) have the
Properties 5.2, which we recall below, for convenience.

Properties 5.2. Let {v®(z)},51 be a sequence of closing operators such that they may
be decomposed into v (z) = wP)(z) + wP (z), where;

(i) for x € [0, A),u,v >0,
aP) S (w0 (L gW))~10) (1) < q@ ST (— 8P 1 ®P) ().
(ii) for x € [0,A),u >0,
a(p)es(m“(—S(p))_l'LE(p)(x) = égp) — 0, asp— oo.
(111) for x € [0,A),u >0,

a(p)es(p)U(_S(p))*lw(p) (z) < a(p)es(m“er,

for some 0 < G, < oo independent of p for p > pg where py < 0.
() fora € A, u >0,

/ a® STy (@) (x)dx < a®eSve,
z€[0,A)
(v) Let g be a function satisfying the Assumptions 5.1. Foru < A —e® v €0,A), then

o oyp) oS (uta)
/ v(p)(v)g(:c) dr —g(A—u—v)l(u+v<A— e(p)) = |r1(,p)(u,v)|,

o aPeSPue

where

A
/ ‘rfjp)(u,v)‘ du < Rgfi —0
u=0

239
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and

A
/ ‘r&,p)(u,v)‘ dv < Rsf% —0
v=0

as Var(Z®) — 0.

D.1 The closing operator v(z) = ¢5%s

For the closing operator v(z) = e5%s we may set w(x) = 0, so Properties 5.2(i1)
and 5.2(4i7) hold trivially.

Lemma D.1. The closing operator v(z) = €5%s has Property 5.2(iv).
For any valid orbit, a € A, xv,u > 0,

[ee]
/ ae’trtlg — qeSWe,
=0

Proof. For any valid orbit, a € A,

aeS@We =P(Z > x4 u) <P(Z > u) = acSe.

[
Corollary D.2. The closing operator v(x) = e5%s has Property 5.2(v).
Forae A, u >0,
A A
/ ac®v(z)dr = / ac®'e5sdr < aeSve.
=0 =0
Proof.
A
/ ac'eSTsdr = aeSte — ae® e < aeSve,
=0
since 0 < ae®@+Ae ag it is a probability. O

Corollary D.3. The closing operator v(x) = e5%s has Property 5.2(vi).
Let g be a function satisfying the Assumptions 5.1 and consider the closing operator
v(r) =e%%s. Foru<A—eg,v>0,

00 aeS(u—f—x)
| vt de = oA —u =)l o £ A=)+ (),

where

A—¢
Ryt — / (11, )|,
u

=0
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A
R,,;—/ |7y (u, v)| du,
u=0

and
Var(Z)/e?

1 — Var(Z)/e?

Rul, Rv72 S T’QA + 2eG + AG

Proof. By Corollary 5.12,

00 aeS(u+x)
/O & i o(0)g(r) dr = g(A —u—0)1(u+ v < A=) 4 ry(utv),

S0 Ty (u,v) = r3(u+wv). All that remains to be shown are the bounds. To this end, observe

A
Ros :/ Ira(u + v)| du

=0

A—¢ A+e 2A4-¢
g/ |r3(u)\du—|—/ \rg(u)ydu+/ ir ()] du

=0 u=A—¢ u=A+e

</H| |d +/A+E Gd +/2A+6G Var(Z)/e
~ Ju=0 e u=A—¢ ! u=A+¢e 1_Var<Z)/€2 !

Var(Z) /e
1 —Var(2)/e*

< |ra]A 426G + AG

Similarly,

A Var(Z) /e
= < .
Ry /v:0|7"3(u—|—v)|dv < 72A+25G+AG1 ~Var(2))22

D.2 The closing operator v(z) = (57 + e52277)) g
Let v(x) be the closing operator,
v(z) = (575 + 52 s) |

for z € [0, A).
For the closing operator v(x) we may set w(x) = 0, so Properties 5.2(ii) and 5.2(4ii)
hold trivially.

Lemma D.4. The closing operator v(x) has the Property 5.2(iv).
For x € [0,A),u >0,

aeS(—S)u(r) < 2aeSve.
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Proof. Let a € A be arbitrary. By definition

ac®(—8)u(r) = ae®'(-8)7! (est + es(m’x)s)

— aeSu (eSxe + 65(2A—w)e)

since (—S)~! and €57 commute and s = —Se. Since aeS7e is decreasing this is less than
or equal to
ae’" (e + e) = 2ac"e. (D.1)
[l
Lemma D.5. The closing operator v(x) has the property 5.2(v).
Forae A, u>0,
A
/ aeS'D(z) dz < ae¥'e
=0
Proof.
A
/ aesuﬁ(x) dz = ae®e — ae®“t?Pe < aeve.
=0
O

Corollary D.6. The closing operator v(z) has the Property 5.2(vi).
Let g be a function satisfying the Assumptions 5.1. Foru < A —¢, v € [0,A),

00 aeS(u—f—x)
/ ———v)g(z)dr =g(A —u—v)l(u+v <A —¢)+r5(u,v),

_, aeSte
where
Irs(u, v)| < rg(u+v)+r3(u+ 2A —wv).
Furthermore,
A
Rsq = / |rs(u, v)| du,
u=0
A
Rgo = / |rs(u, v)| du,
v=0
where

Var(Z)/e?
R§71,R{;‘,2§2 AT2+2€G+A .

1 — Var(Z)/e?
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Proof. By the definition of the operator v(z),

aeSte

) S(u+tz) o) S(u+z) S(u+z)
ae ae ae
/ ———v(v)g(x)dx = / ———Ssg(z) + ———5Vsg(2) da.

_o «aeSte _o acSte

By Corollary 5.12

00 aeS(qu:v) S
—e”" der = g(A —u—v)1 <A -
/:cO T sg(z)dx = g( u—v)l(u+v < ) + r3(u +v),

00 aeS(qu:E)
/ =S s (a) dr = ry(u+ 24— v).

Therefore, (D.2) is,

gA—u—v)l(u+v<A—¢)+rs(u+v)+rs(u+2A —v).

Now,
A
Ry < / |7 (u, )| du

uz()

< / r3(u+v) + r3(u+ 2A —v)du
a

< / 2rs(u + v) du
u=0

<2 (an 42064 A YA

- R 1—Var(Z)/e? ]

Similarly,

A
Ry2 < / |70 (u, v)| do

=0

A
/ r3(u+v) + r3(u + 2A — v)

/ Var(Z)/e?
1—Var(Z2)/e? ]

§2<Ar2+25G+A

243
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D.3 The closing operator v(x)

Let ©(z) be the closing operator
v(z) = (6sg; + €S(2A—m)) [[ . esm]—l s,

for x € [0, A). Notice that

aﬁ(x) —a (€Sw + 65(2A7:v)) Z €S2nA8.

n=0

We decompose the closing operator v(z) = w(z) + w(x), where w(x) = v(z) and
’lE(ZL‘) _ (653: + 6S(QA—ac)) ZGSQHAS.
n=1

Lemma D.7. The closing operator ©(x) has Property 5.2(ii).
Forae A, u>0,

aeS) (-8 1T (z) < aeSU(—8) 5 (x).

Proof.

aeS(u-{—v)(_s)—lE(x) dr = Z aeS(az+u+v+2nA)e + aeS(QA—:C-HH-v-‘anA)e

n=0
00

< Z aeS(:JchquZnA)e + a65(2A71+u+2nA)e
n=0
= ae”(—8)'v(z) du,

S

where the inequality holds since ae®”e is decreasing. O]

Lemma D.8. The closing operator ©(x) has Property 5.2(iii).
For x € [0,A),u >0,

~ Var(Z)
Su —
ae®(—8)'w(r) < IR

Proof. The expression on the left-hand side of (D.6) is

aeSu(_s)—l (6536 + eS(?A—x)) Z eSZnAS
n=1
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00
— aeSu (€Sx + eS(QAfx)) § €S2nAe

n=1
=Y P(Z>u+x+2nA)+P(Z>u+2A -z +2nA)
n=1

<2) P(Z>2nA).
n=1

By Chebyshev’s mequality, P(Z > 2nA) < — (%) Theref
y Chebyshev’s inequality, n AT 1 2(n — 1) erefore,
2N P(Z > 2nA)
; - 2 (1+ 2n)?

Now, consider the sum

Zn——z< st oy ZZF+ZW
The solution to the Basel problem states that Z 1/n* = 7?/6. Hence,
n=1
™ 1r? & 1
03
6 46 <4~ (1+2n)?

and therefore

Thus, (D.7) is less than or equal to

245

(D.7)

(D.8)

]

Since w(z) = v(x) then, from the results of the previous section, o(z) has Prop-

erty 5.2(iv).

Lemma D.9. The closing operator v(x) has Property 5.2(v).
Forae A, u>0,

A
/ ac®'v(z) dz = aeS'e.
x

=0
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Corollary D.10. The closing operator ©(z) has Property 5.2(vi).
Let g be a function satisfying the Assumptions 5.1. Foru < A —¢, v € [0,A),

1) aeS(qux)
| e o(wala) do = g8 — u—o)i{u-+ v < A=2) +rou.o),

where ) o
Ge*r
Irs(u, v)| < rg(u,v) + AT

Furthermore,

Ge?n?

A
R@}l = /uo \rg(u, U)’ du S Ra,l -+ T,

and

Boo— [ ra(u,o)|du < Ry + S
v,2—/U:0TvU7U) U >~ g9 N

Proof. By the definition of the operator v(v),

& aes(qu:Jc)
“acie U d
/xO aeSte /U(U>g<.'lf) T

0o S(u+x) 00 S(u+z) °
= / ae—z’}(v)g(a:) dz + / X (e + es(m_”)) Z 5?2 sg(x) dz. (D.9)
T n=1

o, aeSte —y aeSte

By Lemma D.6 the first term is g(A —u—v)1(u+v < A—¢)+r5(u,v), where |rz(u, v)| <
r3(u+v) + r3(u+ 2A —v).
Since g < G, the second term in (D.9) is less than or equal to

Su

G/OO aestt (€57 + £SCA-D) ieSQ"Asdx e (57 + £SCA-D) ieSQ”Ae.
T

_o «aeSte aeSte
n=1 n=1




D.3. The closing operator ©(x) 247

By similar arguments to those used in the proof of Lemma D.8 we can show that this is

less than or equal to

G Var(Z)r?
aeSte A2 47

Now, as u < A — ¢, then aeS'e > Var(Z)/e? by Chebyshev’s inequality, hence

G Var(Z)r? - G Var(Z)r*  GePr?
acSte A2 4 T Var(Z)/e2 A2 4 4A2°

Putting it all together, we have shown

00 aeS(u—l—:v)
/ & e W)g(r) dr = g(A —u— o)l +v S A=) br(uy)  (D10)
=0
where
Ge?r?
_ < lpa
75w, v)| < |r5(u,v) + A2

Lastly, observe

A A e
Rz1 = /uo |15 (u, v)| du < /uo |rs(u, v)| + A2 du
Rt Geln?
’ 4A

and similarly,

A Ge2r?
Roa = [ s v < Roa+ 25

where we have used Lemma D.6.
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Appendix E

Convergence without ephemeral
phases

For completeness, we include here results needed to prove a convergence of the QBD-RAP
scheme to the fluid queue without the need for the ephemeral initial states. Note that
we only need to prove convergence up to, and at, the time of the first change of level of
the QBD-RAP, then we can use the results from Chapter 6 to obtain global convergence
results.

For ¢(0) = k € S_¢ (or ¢(0) = k € S;0) the added complexity comes from the fact,
upon the phase process first leaving S_ (Sy0), that it is possible the phase transitions
to a state in S (S-). Since the orbit of the QBD-RAP is constant on ¢(t) € S_
(p(t) € Sip), then upon a first transition out of S_¢ (S;0) and into Sy (S-) the orbit
jumps to aéﬁ ?Z-(I(])D(p). For k € §_y, m > 0, the corresponding Laplace transform of the
QBD-RAP is

m,—0,+
:/ / ex[I — Too| " Toy M, (A, 21, - .., Tamy1)€]
xr1=0 T2m+1=0
al?, (zo) DP) N L@ (X Toma1 )0 (2) dz dagdz; d
Lo,k \ 0 » MLy e ey B2mA41) Yy 5 om+1 - - - AT AT AT

+ P / ek[I — TOQ]_lTO_MT_:l(A, L1y .- ,x2m+2)e;

z1=0 2m~+2=0

aéﬁ?k(mo)sz”’(p)()\, Ti,... ,x2m+2)v(§)

’ J([E) d$2m+2 e d$2 da:l dz. (El)

The Laplace transform of the fluid queue corresponding to (E.1) is

ﬁﬁ%,—o,+()\)(d$>j;$o7 k) = Z er [M — Too}_lTo¢ﬂf3,+,+(/\)(d$7j;$o,i)
1€SL
+ Z e [)\I — Toorl TOiﬁfg—i-l,—,-i-()\)(dxvj; 0, 1), (E.2)

1€ES_

249
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m > 0.

The second term of (E.1) is a linear combination of fm +1 +(N) (2, j; zo, k) dz which
converges to /Lm7_,+()\)(dl’,.], xg,1), so there are no issues here. The first term of (E.1)
creates significantly more work. Essentially, we need to derive more bounds, analogous
to the results from Chapter 5, but with the initial vector ay, ;(zo)D.

Analogously, for k € S ¢, m > 0, we also have

J?e ( )z, 75 %0, k / ./OO Oek[I — Too] ' To M (N 21, ... Tog2) €]
Tom42=
a,( k:( ).D(p)]\TQm—i_2 (p) ()\ L1,y .. ,x2m+2)vé§?j(x) d172m+2 e dl’l
/ / L ek[I — Too]_lTo_Minf()\, L1,y .- ,$2m+1)€;~
T2m+1=
GIZO ( )N2m+1 (/\, L1y ... ,x2m+1)vé§?j(x) dl’gm_H . d(lfl.

For k € Sy, m > 0, we have

l}%’,’%)ﬁ(/\) (x,j; o, k / / en[I — TOO]_ITO_MTjI(A, T1,. .. ,a:2m+2)e;
T2m4-2=— =0
a,( (I'Q)D(p)N2m+2 (p)()\ T1,y... ,x2m+2)v§§?j (l‘) dl’2m+2 e de‘l
/ : / ei[I — Too]_1T0+M.T+()\7 Ty, .- 71‘2m+1)€;
Tom+1=0
G,Z07 ( )N2m+1 (/\ L1,y .. ,x2m+1)vé§?j(x) dl‘gm_H . dl‘l,
and
ﬁfﬁ){—@\)(iﬂ,j; o, k) = / / ex[I — Too] " To-M™ (X, x1, ..., Zoms1)€,
T2m41=0
aéﬁ?k(xo)D(p)NQ’”J“L @\, zq, .. x2m+1)véo?j (z) dwomyiy - - - dxy
+ / / [I TO()] 1T0+M_T_—i_1()\, L1y ,x2m+2)e§-
Tom42=0
a()( )N2m+2 ()\l‘ (p) d d
o,k 1y - ’x2m+2)vfo,j($> Tom+2 ... AL7.

In general, for ¢ € {+,—}, ¢ € {+,—-}, m >0,

~ . —1 ~ . .
Mfg ,q0,q’ ()\)(d.T,j,xg,k) = Z Z €L |:)‘I - T001| TDiMfSJrl(r;éq/)’r’q/()\)(dxv];xO?Z)'
re{+,—}i€Sr

Remark E.1. For technical reasons we should not have point masses at xo € Yoy, Yoo+1
when ¢(0) € S10US_o. Intuitively, if $(0) = k € Si¢ and xg = yq, then, upon exiting
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S0, if the phase process transitions to S_ then the fluid queue will instantaneously leave
the interval Dy, upon this transition. On the same event, the orbit of the QBD-RAP will

be P DW) qt the instant of the transition to S_. Roughly speaking D® maps a'?) to
(p) ,S® A
aPe

approzimately (asymptotically). Our asymptotic arguments rely on Cheby-

a(P)@S(p)Ae
shev’s inequality, in the form of a bound in terms of the distance of the random variable

Z®) ~ ME(a®, 8®) from its mean A. However, we cannot use such a technique to
(p),S® A
aPe

)
bound terms such as #es Pz g(p),
aPesSPAe

In practice, it may be possible to avoid this issue by choosing the intervals {D,} so
that the boundaries do not align with any point masses. Another option is to append an
ephemeral class of phases to the fluid queue as previously stated.

Theorem E.2 below is analogous to Theorem 5.8 and proves a certain convergence of
the QBD-RAP scheme to the fluid queue in the case that ¢(0) € S;oUS_g. Like the proof
of Theorem 5.8, the proof of Theorem E.2 relies on technical bounds which we establish
with the remainder of this Appendix.

Theorem E.2. Asp — oo, for (q,r) € {(+0,—),(=0,+)}, r € {+,—} and m =0,

/D qur ( )(m,j7x0,k)1/z(x)dx—> ﬁg?q,r(k)(xvjuxmk)w(x)dx (EB)

CEE’D@O

For g € {+0,—0},r € {+,—} and m > 1,

/ P () (x, j; 20, k)b () do — i (N, dizo, k(). (BA4)
xeDZO

xGDZO

Proof. Cases (q,7) € {(+0,—),(=0,+)}, and m = 0. First, take ¢ = —0 and r = +, then
| RN g k() da
€Dy,
/ / T — Tl Ty MO (A, )€ a?), (20) DY N (A, 1))
x1=0 aJGDk ’
'Uéog( )Y (x) dx day

/ / / I TO[)] lTo_Mi+()\,ZE1,I‘2)€ agp)k({['())N2 )()\ l‘l,l'z)
x1=0 Jx2=0 .’EG'Dk

v (2)¢(x) d dws da;. (E.5)

The second term is a linear combination of fmeDk Aff)_’(sz(/\) (z, j; xo,7)1(x) do terms, each

of which converge to [, ., ,ZZfO P (\)(da, j; o, i)1b(x), by Theorem 5.8. As for the first
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term, it is a linear combination of terms
[ [ ertoaeial ) DS ol () deda,
x1=0 mGDk

Lemma E.3, below, proves that such terms converge to fxEDk ﬁ€?+7+()\)(dx,j; xg, 1) (z).
Therefore, (E.5) is a finite linear combination of terms, each of which converge, hence

(E.5) converges and converges to
Z I — TOO]_lTOi/ ﬁ€?+,+(k)(dl’,j; 0, 1) ()
€Dy

oo
z1=0 Jz€Dy €S,
/xl =0 /1"2 0 /JJE'Dk

which is ﬁé?_m (A)(dx, j; 20, k). This proves the result for » = 4 and ¢ = —0. Analogous
arguments prove the result for r = — and ¢ = 40.
Cases q € {+0,—0}, r € {+,—} and m > 1. First, take ¢ = +0 and r = +, then

k[ — Thol~ 1Tm’/ ﬁ{o (A)(dx,j;azo,z’)z/;(:c), (E.6)
1ES_ €Dy

/ 70 (), ji o, k() da
€Dy,

1 m /
/ / / kL — Too] ™ Tos MY (N, 21, - -, Tomi1) €]
z€Dy Jx1=0 Tom+41= 0

a’éﬁ,k( 0)D (P) N2t (p)(>\ Ty, .- $2m+1)”1§p)3( JU(x) dromys - .. degday da

+/ / / ek[I_TOO]_ TO_MT_:1()\7951,.,.,:E2m+2)e;
JBEDk x1=0 T2m+2= =0
a%?k( o) N? 2B (N 2y, 932m+2)"’t$§,)j(95)¢(95) dzomiz ... drgday da. (E.7)

The second term is a linear combination of [ en, /. %)ff)_Jr()\)(:c,j;xo,i)w(x) dz terms,

each of which converge to [ Dy uij};?_’Jr(/\)(dx,j, xo, 1) (). As for the first term, it is

X
a linear combination of terms

m /
/ / / ++()\,£L‘1,...,$2m+1)€j
CEEDk x1=0 T2m+1= 0

aé (20) DD NP (N gy ,meH)vééJ?j (2)(2) dropmyy - . . dopdz; do

m—1
_/ / / eiH“‘—()\,xl) H H_+(A7I2T)H+_()\7«r2r+1)
z€Dy, Jx1=0 Zom+1=0 o

2m

H* () HY (1 )efally () [ [ 7/ DS 20

r=1
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véf)j ()¢ (z) dromyy - - . dze dzy du,

which satisfies the assumptions of Lemma E.8. To see this take n = 2m + 1, Gy(z1) =
eH (N x1), Gu(xor) = H Y\, 2or), Gopr1 (o) = HT (N 2op41), k=1,...,m —1,
Gom(Tom) = H " (23,) and Gopy1 = HTT (A 79 41)€) in Equation (E.45). By the
remarks following Lemma E.8, this gives the required convergence for this case. Analogous
arguments prove the result for the remaining combinations of (g, r). O]

E.1 Technical results

As we did in Chapter 5, we treat the cases of m = 0, and m > 1, up-down/down-up
transitions separately. We start with the m = 0 case. The following result is analogous
to Lemma 5.9, though the proof is somewhat more tedious.

Lemma E.3. Let ¢ : Dy, — R be bounded |1p(x)| < F and let X > 0. Fori € S_,j €
S_ US_(), To € (0, A),

0o A
/ 0 / K@) DS (@) () o(e) ddy / (A 20 — 2)0b(x) du,

(E.8)
as p — oo. Similarly, fori € S.,j € Sy US4
/ / Io pDw® s<p>zlvlgoj< )h++(/\ 21)(A — 2) dz dzy
x1=0 Jx=0
—>/ hit (A @ — o) () d, (E.9)
A—xq

Proof. Assume, for simplicity and without loss of generality, that ¢y = 0 so Dy, = [0, A].
In the following we choose ¢® = Var(Z®)/3 which tends to 0 as p — oo. Therefore,
assume p is sufficiently large so that zy € (26, A —¢). Such a p < co always exists since
zo € (0,A), by assumption.

Now, upon substituting the definition of D and exchanging the order of integration
(justified by the Fubini-Tonelli Theorem), the difference between the left and right-hand
sides of (E.8) is

‘/ (zo)e / / levg(),j(x)h[j_()\,xl)w(a:) dzy dx du
=0 Jx1=0

- /0 hii” (A, mo — x)y(x) dz|. (E.10)
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We wish to apply Property 5.2(vi) to the integral over z1, however, to do so requires that
u < A — e. Breaking up the integral with respect to u, then (E.10) is equal to

A—¢ A 00
/ k:(xo)esus/ / k(u)eS vy, j(2) b~ (N, 21)¢(2) dy da du + dy
u=0 =0 Jx1=0

—/_0 B (Ao — 2)(e) da (B.11)
A—e¢ A 00
< / k(xo)esus/ / k(u)eS" vy, j(2)hi;~ (N, 21)¢ () day do du
u=0 =0 Jx1=0
—/_0 B (A 20 — @) (x) da| + |d| (.12)
where
0o A )
|dy| = / k(xg)esus/ / k(u)esxlwmj(:ﬁ)h;j_()\,xl)z/)(x) dzy dx du|.
=A—¢ =0 Jx1=0

We show later that |d;| can be made arbitrarily small by choosing Z with sufficiently small
variance. For now, let us focus on the first absolute value in (E.12). By Property 5.2(vi)
and swapping the order of integration (justified by the Fubini-Tonelli Theorem) the first
absolute value in (E.12) is

A A—e
/ / k(zo)eS"s [P MNA—u—2)l(u+2 <A —e)+ry(u,2)] () dude
=0 Ju=0

—/ hiy (A, mo — x)¢(x) da

=0
A A—e
< / / k(xo)esush;j’()\, A—u—x)l(u+z<A—-e)(xr)dude
=0 Ju=0

_ / B (A 2o — 2)(x) da| + |da), (E.13)

=0

where

A A—e
|dy| = /_0 /_0 k(zo)eS"sry(u, 2)¢(z) dudz|.

We show later that |dy| can be made arbitrarily small by choosing Z with sufficiently
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small variance. The remaining term in (E.13) can be written as

zo

‘/A s/A r—e 0)eS"shy (A, A—u—x)¢(x)dudx—/ hy (M 2o — 2)0(x) da.

=0

(E.14)

Intuitively, when the variance of Z is low, we expect a significant contribution to the
integral with respect to u in (E.14) to come from the portion of the integral over the
interval (A —xg — e, A — xg + ). Although, the integral with respect to u only contains
this interval when z is sufficiently small. Breaking up the integral with respect to u in
(E.14) into an integral over the interval (A — zy — e, A — o + €) and integrals over the
rest, then applying the triangle inequality, (E.14) is less than or equal to

A—xo+e
/ / S“sh “(NA —u—2)Y(x) dul(z < xg — 2e) dx
= A—x0—¢
- / B (A o — )b(o) da| + ds| + |da] + |ds], (E.15)
=0
where
A—e pA—z—c¢
|d3| = /_ /_ k:(xo)esushi_j_()\, A —u—x)p(r)dul(x > x) de
A—e pA—z—c¢
|dy| = / / S“shi_j_ (MNA —u—x)(x)dul(z < zg — 2¢)dx
A— xo—i-a
A—e pA—z—c¢
|ds| = / / S“sh"()\ A—u—x)(r)du x 1(z € [xg — 2¢,0)) dz
A—xog—¢

We show later that |ds|, |ds| and |d5| can be made arbitrarily small by choosing Z with
sufficiently small variance.

In the first integral with respect to z in (E.15), since zg € (26, A — ¢), then we can
absorb the indicator function into the limits of the integral which results in

ro—2¢e A—xo+e
/ / S“sh;j’()\, A —u—x)Y(r)dude. (E.16)
u=A—xog—¢

With this, and breaking up the integral over h_.~, we can write the first absolute value in

(E.15) as

ij

xro—2¢ A—xzo+e

S“shi_j_()\, A —u—x)Y)(r)dude

ACE()E
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_ /xo N W (A o — 2)9(x) dz — /:0 hi (A w0 — 2)¢b(x) da

=x0—2¢

xro—2¢e A—xo+e

S“sh “(MNA —u—2)Y(x)dude

u=A—xg—¢e

To—2€
- / hi;” (A, w0 — x)y(x) da

=0

where

|dg| =

/xo hi; (A, w0 — x)y(x) dz| .

=xg—2¢

We show later that |dg| can be made arbitrarily small by choosing Z with sufficiently
small variance.
Now, since probability densities integrate to 1, then we can write

xro—2€ xro—2€
/_0 B (2o — 2)(x) do = /_0 B (Ao — 2)(x) daP(Z — A| < | Z > )
o 2e
+/ hi;m (A, w0 — 2)Y(2) dzP(|Z — Al > e | Z > x0)
xro—2¢ A—xo+e
/ S“shi_j_()\, xo — )Y (x) dude

AmoE

Tro—2€
+ /0 hi;” (A, wo — x)(x) dzP(|Z — Al > € | Z > o).

Therefore, the first absolute value in (E.17) can be written as

To—2¢ A—xzo+e

S“shi’j’ (MA —u—2)Y(r)dude

uAacoa

xo—2¢ A—x0+e
/ / S“shi_j_()\, zo — x)Y(z) dude

A—xo—e

ro—2€
—/ hi;” (A, w0 — 2)Y(2) dzP(|Z — Al > e | Z > o)

ro—2€ A—xo+e

)eSts [hi_j_()\, A—u—x)—=h; (Az— 2)¢(z)] dudz

uAa:os

ro—2€
—/ hi;” (A, w0 — 2)Y(2) dzP(|Z — Al > e | Z > x0)

=0




E.1. Technical results 257

ro—2€ —xo0+e
)e s [h (A A —u—x) — hi (A zo — 2)i(x)] dudz|+ |dy]
= u=A—xo—¢
To—2€ A—xo+e
/ / “s|h; (MA —u—x) —h~ (N xzo— ) || (x)| dudz + |d],
A—x9—¢
(E.18)

where

o 2¢e
|d7| = / hi;m (A, w0 — 2)(x) dzP(|Z — Al > e | Z > x0)|.

=0

We show later that |d;| can be made arbitrarily small by choosing Z with sufficiently
small variance.

Since h;;~ is Lipschitz and [(A—u—x)—(xo—z)| < 2e forallu € (A—zo—e, A—xo+e€),
then the first absolute value of (E.18) is less than or equal to

A—xg+e To—2€
/ o(0)eS" s du2Le / ()| da. (E.19)

=A—z9—c¢ =0

xro—2€

A—xo+e
Now, / E(zo)eS"sdu < 1 as it is a probability, and / |Y(z)] de < FA as

—xo—¢€ =0
Y] < F and zy € (26, A — €). Therefore, (E.19) is less than or equal to 2e LFA.
What remains is to bound the terms |dy|, ¢ =1,...,7.
Since || < F' then

/ / )e5 v (z)h;~ (A, 1) day de du
= x=0 Jx1=0

From Property 5.2(v), (E.20) is less than or equal to

|dy] < F.  (E.20)

/ k($o)esus/ k(u)esxlehi_j_()\,xl)dxl du| F
u=A—¢ x1=0

< F

/ k(xg)es / k(u)eh;;” (A, r1) dz; du
u=A—¢e 1=0

F, (E.21)

k(xo)esus/ hi;~ (A 1) dzy du
u=A—¢ x1=0

since k(u)eSe is decreasing in 7, and k(u)e = 1. Now, as h;;” (A, x1) is integrable with
7 hi (A x)day < G, then (E.21) is less than or equal to

x1=0""1J
/ E(zo)eS"s du GF = P(Z>xg+A—c|Z> xo)@F
u=A—¢
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Var(Z)/e* -
GF
~1—Var(2)/e2

by Chebyshev’s inequality, since x¢ € (2¢, A — ).
Since |[¢(z)| < F, then

|da| < / / Stsry(u, z) dudz| F (E.22)
=0 Ju=
< / (0)e%"s du| Ry (E.23)
u=0
< Ry, (E.24)

where the first inequality holds from Property 5.2(vi), and the last inequality holds since
[ k(x0)eSt s du = P(Z € (xo, 20 + A =€) | Z > x0) < 1.

Since [ (x)| < F and hy;~ (A, A —u —2) < G, then

min(A—zg—e,A—z—¢)
| < / k(z0)eS"s AUAGF (E.25)
u=0
<P(Z<A—-¢l|Z>uz)dudGF
Var(Z)/e*
— 1—Var(2)/e?

AGF,

where the last inequality holds from Chebyshev’s inequality.
Similarly, since [¢(z)] < F' and hy; (A, A —u —2) < G, then

xo—2¢ A—x—¢
|da| < / / k(z0)eS"s du dzGF

A—z0+e
ro— 2e

_/ P(Ze[Ate,A—w—ctm]|Z> ) deGF
=0

o 2e

g/ P(Ze[A+e, A—c+xo)| Z>xp)daeGF
=0

< P(ZE [A+E,A—€+£L‘Q] | Z >ZL‘0)AGF
Var(Z)/e?

—1- Var(Z)/eQAGF'

Since |¢(z)| < F and hy;” (A, A —u —2) < G, then

A—e A—x—¢
ds] < / / JeSus dul (x € [ — 22, 29)) dzGF (E.26)

Amos
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A—e

< / (x € [xg — 26, 20)) dzGF
=0

= 2eGF,

where the second inequality holds since qu:_Ax:;ofs k(zo)eStsdu < 1.

Since |¢(z)| < F and h;;” (A, A —u —2) < G, then

zo
udg/ dzGF

=X0 —2¢

= 2GF. (E.27)
Since |¢(z)| < F and h;;” (A, A —u — ) < G then

|d7| <P(|Z — Al > ¢ | Z > x9)AGF (E.28)
Var(Z)/e?
— 1—Var(2)/e?

AGF (E.29)

Convergence follows after setting ¢®) = Var(Z®)'/3 and observing that all the bounds

|di|, ..., |dr| tend to 0, as does the bound on (E.19), given by 2e® LFA, as p — co. [

Now we show bounds for certain Laplace transform expressions which arise when the
QBD-RAP starts in phases in S;gUS_( and there is more than one up-down or down-up
transition before the first change of level. These expressions have the form

[e o]

00 k=1 oo
/ g1(z1)k(20)De5 dzy D [H/ Gn(,)e5™ dInD] / Gn ()5 dayv ().
x1=0 n=>2 xn,=0 x

nZO

(E.30)

Here, we ultimately wish to show that (E.30) converges to gi,,(A — xg,2). We do not do
this directly, instead, we show that (E.30) is ‘close’ to w, (A — xg,x), then rely on the
results from Chapter 5 to get the desired convergence.

Observe that by substituting the first matrix D in the expression above for its integral
expression, then (E.30) is equal to

00 oo aeS# k-1 o
/ gl(xl)k:(xo)/ eszosmdzoe&”1 dz1 D [H/ Gn(x,)e5* dz, D | (E.31)
x = n—2 =0

1=0 20=0

X / Gn(1,)e5™ da,v(z)

n:0

= k(zo) / e sw,, (29, x) dz. (E.32)
20=0
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Intuitively, when the variance of Z is low, we expect that the integral in (E.32) above
will be approximately equal to w,(A — x¢,z). Indeed, we proved in Lemma 5.11 that
this is the case for functions ¢ satisfying the Assumptions 5.1. However, here we do not
immediately have that w,,(zo,x) is Lipschitz in zo, which we would need for it to satisfy
Assumptions 5.1. Instead, we can show a Lipschitz-like condition in xy for w,(xq,x),
which suffices.

For later use, observe that

A—up_2

A—uq
gS,n(uh T) = / 92(A —uy —ug)duy . .. / In—1(A = U1 — Up—2) dt, o

2=0 Up—1=0

gn(A —x —up1)1(A — 2 —up_q > 0)du,g

A—uq A_Un72
-1
S Gn / du1 e / dun_l
u2=0 Up—1=0

<GMTATT?E =G (E.33)
Corollary E.4. For zg,z € [0,A), n > 2,

|wn, (20, ) — wp (20, )| < 2|r5(n)| + 2|re(n)| + 2(n — 1)|ra(n)| + |xo — 20|G, (G + LA).
(E.34)

Proof. Assume, without loss of generality xop < 29. By adding and subtracting both
A

—20

A—xq
/ g1(A — uy — 29)g3,,(u1, ) duy and / 91(A —uy — 20)93,,(u1,7) duy, we can

1:0 U1=0

write the left-hand side of (E.34) as

A—xq
wy (0, ) — / 91(A —uy — x0)g5 ,,(u1, ) duy

1=0
A—zg
— wy (20, ) + / 91(A —uy — 20)g5,(u1, ) duy
u1=0
A—x0 A—zp
# [ e = = a0 di = [ = 20)g5 () du
u1=0 u1=0

which, by the triangle inequality, is less than or equal to

A—xg
wy (79, ) — / gi(A —up — 5170)95,71(“1755) duy
u1=0

A—2zp
(20, 2) — / (D — s — 20)g8(u, x) duy

1=0
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A—xg A—zp
/ 91(A —uy — x0)g5 ,, (w1, ¥) duy — / 91(A —uy — 20)g5 , (ur, ) duy |

1=0 u1=0

+

(E.35)
By Corollary 5.14, the first two terms of (E.35) are less than or equal to
rs(n)] + |re(n)] + (n — 1)[ra(n)].
As for the last term, adding and subtracting qul;go 91(A —uy — 0)g5,(u1, ) duy gives
Az

A—xq
/ 91(A —uy — x0)g5 ,, (w1, ¥) duy — / 91(A —uy — x0)g5 ,, (w1, ) duy

1=0 u1=0

A—zg
- / (91(A — w1 — 20) — g1(A — uy — 29)) g5, (w1, ) duy

1=0
A—xg
< / G1(A — 1 — 20)g3,, (ur, @) dui
u1=A—zg
A—zo
+ / 191(A — w1 — 20) — g1 (A — uy — 20)]95,,(u1, ) duy
u1=0
A—2zp
< GGl xo — 20| + / Llzg — 20| G}, duy, (E.36)
u1=0

since gy is Lipschitz by Assumption 5.1(iv), and g3, < G}. Bounding the integral over
uy by A, then (E.36) is less than or equal to

GG;‘Z’O — 2’0’ + AL'J]Q — 20|G:;. (E37)
O
Corollary E.5. Let g1, 9s,..., be functions satisfying Assumptions 5.1 and let v(x),

x € [0,A), be a closing operator with Properties 5.2. For xo,x € [0,A), n > 2,

‘k:(xo) / eszoswn(zo, x)dzg — wp(A — xg, )| = r8(n),
20=0
where

rs(n)] < @lrs(n)] + 2Jre(n)| + 2(n = Dra(n)] + G (G + LA))
Var(Z) /e

An—2
T2 GG TR (A = )
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Proof. Consider

‘k(:ﬂo) / 520 sw, (20, ) dzg — wa (A — 2, )

0=0

o0

_ ‘k(%)/z €50 5 (1 (20, ) — wa(A — 0, 1)) dz

0=0

< k(:z:o)/ 3% s lwy, (20, ) — wn (A — zg, 7)| dzg

0=0

A—e—xg
= k:(g:o)/ eS7g |wn (20, ) — wp(A — x0, )| dzg

20=0
+ k(o) / 508 |wy (20, ) — wp(A — xo, )| dzg
z0=A-+e—x9
A+e—x0
+ k(zo) / 505 |wy (20, ) — wp(A — 29, 7)| dzo. (E.38)
20=A—e—xq

Using Equations (5.57), (5.65) and (5.78) we can claim

1
aeSte
1 2 An—2
= G°G" Gy +

aeSTe aesxoeGG Gy
= W, (E.39)

GG "G,

|wn (2o, x)| <

G2§n2/ ae’ e dup Gy, +
uk=0

aeSte

Therefore, the sum of the first two terms in (E.38) is less than or equal to

A—e—x0 0o
2W, (/ E(zo)eS®sdz + / E(zg)eS™s dzo>

0=0 zo=A+e—x0
P(|Z — Al > ¢)
— oW
P(Z > IE())
Var(Z) /e
< oW, ax(Z)/e (E.40)

"M = Var(2) /(A — x)?

by Chebyshev’s inequality. As for the last term in (E.38), we can use Corollary E.4 to
bound the integrand so that the last term is less than or equal to

A+e—xo
k:(a:o)/ ¢S g (2]r5(n)| 4 2|rg(n)] + 2(n — 1)|ry(n)] + eG* A" (G + LA)) dz

0=A—c—xq
< (2rs(n)] + 2|re(n)| + 2(n — 1)|ra(n)| + eG" A (G + LA)) , (E.41)
A+4e—xg
since k(mo)/ e5*sdzy < 1. Thus, (E.38) is bounded by (E.41). O
z0=A—e—xq
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Corollary E.6. Let g1, go,..., be functions satisfying Assumptions 5.1 and let v(x),
x € (0,A), be a closing operator with Properties 5.2. For xg,x € (0,A), n > 2

‘k(mo)/ €50 swy (20, 2) dzo — gi (A — 39, )

0=0

< |rs(n)| + lrs(n)| + [re(n)] + (n — 1)[ra(n)]. (E.42)

Proof. Adding and subtracting w, (A — xq,x) within the absolute value on the left-hand
side of (E.42)

‘k(:vo) / e 8w, (29, ) dzg — Wy (A — 20, ) + wn (A — zo, ) — 91 (A =20, 7)

0=0

< ‘k’(fco)/ €Szoswn(20, r) dzg — wp(A — 1z, )| + |wn(A — o, T) — gin(A - xo,ﬂﬂ)‘
20=0

where the first absolute value is less than or equal to |rg(n)| by Corollary E.5 and the
second absolute value is less than or equal to |r5(n)| + |rg(n)| + (n — 1)|ra(n)| by Corol-
lary 5.14. O]

Corollary E.7. Let v be bounded and Lipschitz, let g1, gs, ..., be functions satisfying
Assumptions 5.1 and let v(z), x € (0,A), be a closing operator with Properties 5.2. For
zg,x € (0,A), n > 2

T h 5% sw,, (20, ) Azt (x) da — 1 — xo,x)Y(x)dx
/mmk( ) [ e a) dzov(a)d /xe[wg,n@ Jo(a)d
< (Irs(m)| + |rs(n)| + |rs(n)| + (n — 1)[ra(n)]) FA. (E.43)

Proof. The left-hand side of (E.43) is less than or equal to

/:pe[o,A)

Now, using [¢)(z)| < F and Corollary E.6 then (E.44) is less than or equal to
(Irs(n)] + [rs()| + [re(n) + (n = D)|ra(n)]) AF.

k(l‘g)/ 5% sw, (29, ) dzg — G (A =g, 2)|[1(2)| da. (E.44)
20=0

We now extend the previous results to the matrix case.

Lemma E.8. Let G(x), k € {1,2,...}, be matriz functions with dimensions Ny X Ni1.
Further, suppose the scalar functions |Gi(x)]i;, k € {1,2,...} satisfy Assumptions 5.1.
Then,

n—1 )

/ G4 (1) ® k(zo)De5™ dazy D [H Gy(z;) ® 5% da, D
z€[0,A)

xz1=0

k=2 Y *x=0



264 Appendix E. Convergence without ephemeral phases

X G (z,) ® 5 da,v(z)ih(r) do

xn=0

zo n—l aA—uy_y
— / G1 (iL‘o — ul) H / Gk(A — Uk — uk,l) duk,1
z€[0,A) Ju1=0 up =0

k=2

G, (A—z—u, 1) X1 (A—2—u,_1>0)du, 1¢(r)de

< (Irs(m)] + [rs(n)] + [ro(n)] + (n = Dlra(n))) FAT] N (E.45)

k=2
Moreover, choosing ¢ = Var(Z), then, for fived n, the bound is O(Var(Z)'/3).

Proof. The proof is the same as the proof of Lemma 5.16, with Corollary E.7 replacing
Corollary 5.15. O]

Lemma E.8 effectively shows that, as p — oo, then

00 n—1 00
/ Gy (z1) ® k) (:100)D(1D)65<p)$1 dz; D H Gi(xp) ® S A, D@
z€[0,A) Jz1=0 k=2 Y Tk=0

X G,(r,) ® S q, 0 @) ()Y () dz

xn,=0

xo n—l rA—u,_,

— / Gl(SCO — Ul) H/ Gk(A — U — uk,l) duk,1

z€[0,A) Ju1=0 kg v ur=0

G.(A—z—u, 1) X I(A—2—u,_1>0)du, 19(x)dz.

The technical results in this section are enough to prove Theorem E.2.

E.1.1 More results

We are not quite done yet. If we want to use Theorem E.2 to prove convergence before
the first orbit restart epoch, we need a domination condition like that in Lemma 5.17.

Lemma E.9. For all M > 0, © € Dy, j, ©o € Dyyi, bo € K, X > 0, ¢ € {40, -0},
re{+,—},ie€S8, j€S USn, and for any bounded function ¢, || < F,

/ _ Fo® (N (x, j; 0, 1) (x) da — / At (A)(dx, ji o, i)ib(x)| < 1!
e 20

$ED[O

(E.46)
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M = F(GA + G) (V%)WH (1 - (ﬁ)j _

Proof. The proof follows the same arguments as the proof for the case ¢ =0, ¢ € §; in
the proof of Lemma 5.17.

where

]

The last thing we need to prove is convergence at the first change of level. Since the
result in Corollary E.6 is pointwise in x, choosing the closing operator as e5%s and setting
x = 0, then we get convergence at the first change of level, on the event that are m > 0
up-down or down-up transitions. The only things that remain are to show convergence at
the first change of level on the event that there is no up-down or down-up transitions, and
a domination condition so that we may sum over the number of up-down and down-up
transitions ad prove convergence at the time of the first orbit restart epoch (analogous to
the domination condition in the proof of Lemma 5.20). Regarding the former, we have
the following lemma.

Lemma E.10. Let g satisfy the Assumptions 5.1 and xq € (26, A —¢). Then

Var(Z)/e* Var(Z)
AG + 3Le + 66

) (E.47)

| ao)DeSg(a)ade = glao)| < T

Proof. First rewrite the left-hand side as

< /Oo k(zo)DeS%|g(z) — g(z0)|s d. (E.48)

=0

/Oo k:(a:o)Desx(g(x) — g(zg))sdx

=0

Substituting in the expression for D gives,

o 00 Su
/ k:(xo)/ eSug X dueS®|g(z) — g(xo)|s dz

-0 —0 aeSte
o0 A—e aeSu
- /xO k(o) /uo esusaeS“e dues”|g(x) — g(xo)|s da
o0 o aeSu
+ /xzo k(xo) /u:Ag @Susaesue duesr|g(x) — g(zo)|s d. (E.49)

Since ¢ is bounded, the second term is less than or equal to

00 00 Su o) Su
Su «e Sx Su «ce
k(xo) e?'s—s—due”"s dr2G = k() e”'s——due2G
=0 u=A—¢ aec”re u=A—e ae~ e
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= k(mo)/ eS's du2G
u=A—¢
P(Z 2 xo + A — E)
= 2G. E.

For zy € (26, A — ¢), then (E.50) is less than or equal to

Var(Z)/e?
1 —Var(Z)/(A — x)?

2G.

As for the first term in (E.49), it can be written as

o0 u=A—xo9+e aeSu
/ k(xo)/ eSts dueS®|g(z) — g(xo)|s dz

=0 S aete

[eS) A—x0—¢ S aesu <
+/x0 (x0) /uO e Saesue ue*|g(x) — g(xo)|s dx

o A—e¢ Su aeSu . B
+ k(zo) e saesuedue lg(z) — g(x0)|s dz. (E.51)

=0 =A—zo+e

Since g is bounded, then the last two terms in (E.51) are

0o A—x0—=¢ Su
2G</ k:(xo)/ Sts X queStsdr

0 0 acSte

00 A—e aeSu
+/ k(mo)/ e%'s o dueS”s dz
=0 u=A—xg+e ac-re

A—xg—e Su A—¢ Su
=2G (k(xo) / eS's aes edu + k(xg) / Sis X ¢ du)
” ae”le
P

=0 u=A—x0+¢ aeSue
(Z >x0,Z ¢ (A —e,A+¢))
= 2G
P(Z > Q?o)
Var(Z)/e?
<2G ar(Z)/e (E.52)

1 —Var(Z)/(A — x9)?*

Exchanging the order of integration for the first term in (E.51) (justified by the Fubini-
Tonelli Theorem)

u=A—xg+e e aeSu
/ k(mo)esus/ 5| g(z) — g(x0)|s dz du, (E.53)

S
=A—xp—¢ =o € ‘e



E.1. Technical results 267

from which we see that we can apply Corollary 5.12 with v = 0 to the integral over =z,
implying that (E.53) is less than or equal to

[ ket (@~ u) = glan)] + rafu) du (E:54)

Noting that sup |rs(u)| < |ra| for u < A — ¢, and since g is Lipschitz, then (E.54) is less
than or equal to

u=A—x9+e
/ k(xo)eS"s (Le + |ry|) du < Le + |ryl. (E.55)
u=A—xo—e
Putting all the bounds together proves the result. O]

We conclude this appendix but stating the convergence results formally.

Lemma E.11. For all x € Dy, j, x9 € Dy, 1 € Sotus,_» J €S, b€ K, A >0,

/ FoP () (@, j; 2o, 1) (x) do — / A (\)(dz, j; o, i)ib(2)] =0 (E.56)
mGDgO zGDgO

as p — o0.

Proof. The convergence in Theorem E.2; the domination condition in Lemma E.9, and
the Dominated Convergence Theorem can be used to obtain the result. O

Corollary E.12. Recall y(()p) = (ﬁo,ag?j(:co),z'). For by € K xg € Dy, @ € S0 U Sp-,
jesS,uUs,

PILO(r{") = U(t, ), 07 (11") = j, " < BM [ Y P(0) = i)
= P(X (1) = Wetts y+1ijes o 4), i < B | X(0) = (w0,9)) (E.57)

where (Lo, j) can take values

go—l, éfﬁgG{O,l,...,K%—l},jES,
g(ﬁo,j) = 607 ngg = O,j € S+, or 60 = K,j S 87,
€0+1, z'ffo6{—1,0,1,...,K},j€8+.

Proof. An analogue of the domination condition required in the proof of Lemma 5.20 can
be established by extending Lemma E.9 in the same way we extended Lemma 5.17 in the
proof of Lemma 5.20.

With the aforementioned domination condition, the point-wise convergence in Corol-
lary E.6, the convergence in Lemma E.10, and the Dominated Convergence Theorem we
can prove the result. O
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Appendix F

Algebraic manipulations of certain
Kronecker products

Lemma F.1 (Latouche & Nguyen (2015)). Let B be the block-partitioned matriz

B, By
B =
{ By By 1

where By and Bas are matrices of order my and ms, respectively. Denote by Hy,(t) the
top-left quadrant of order my of eBt:

T
Hll(t) - [Im1Xm1 0] e’ { mloxml } .

The matriz Hyy(t) is the solution of
t ot
H11<t) = eBHt + / / €Bu(tiu)BlzeBm(uiv)BngH(U) du dv. (Fl)
v=0 Ju=v

Proof. See Latouche & Nguyen (2015). O

Let Hy5(t) be the top-right quadrant of B! of size m; x ma, i.e.

0
Hm(t) = [Im1><m1 0] GBt |: Im2><m2 :| . (F2)
Denote by ﬁu(/\) = / e ™H,,(t)dt and by I/LI\IQ(/\) = / e M H,(t) dt, the Laplace
=0

t=0 -
transforms of Hy(t) and His(t), respectively. Using Lemma F.1 we can show the follow-
ing result.
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Lemma F.2. Assuming A > 0 and A\I — By is invertible, then
Hu(\) = / (B M o + Bz Oy ~B) ™ B g (F.3)
x=0

ﬁu(/\) _ / e(Bll_AIml><m1+BIQ()\Im2><m2_322)7IBQI)IB12()\Im2><m2 _ ng)il dx. (F4)

=0

Proof. First we show the result for H 11(A). Taking the Laplace transform of (F.1) shows
that Hyp(\) is equal to

/ / / e AW eBult-u) g o= Mu=v) Ba(u=v) B o= F (1) dudo
t=0 Jv=0 Ju=v

/\Im1><m1 Bll)
= (ALmy xmy — Bn) + My scmy — B11>71B12()\Im2><m2 - 322)71321H11<)\), (F.5)

by the convolution theorem for Laplace transforms. This implies

[Imlxm — (Mo xmy — B11) 7 Bia(AMyxomy — B22)_1321] ﬁn(/\)
= (Mo, im, — B11) ™,
and therefore
H,,())
= [ mrscmy — My scmy — B11) 7 Bia(AM iy sy — 322)4321}71 (A scmy — Bin) ™
= (Mo, xm,y 311) (Lnyscmy — Mnyemy — Bi1) ™ Bia( Mg semy — 322)_1321)}71
= P\Imlxm — Bi1 — Biy(M oy xm, — 322)71321}_1

oo
_ / 6(311—>\Im1 xmq +B12(Amg xme —322)_1321)t dt
)

t=0

which is (F.3).
Now, to show (F.4), differentiate (F.2)

d B,, B 0
S HL(t) =1, ... 0] B 11 12
T 12(t) = [Lnysmy 0] € [321 Bo, Loy,
B
_ Bt 12
= [Ln,xm, O]e { B,, }
= Hy,(t) B2 + Hi5(t) Bys. (F.6)

Now take the Laplace transform

AH 5(\) — Hy5(0) = Hy1(\) By + Hia()) B, (F.7)
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Since H15(0) = 0 and after rearranging we get
j‘I\m()\) = -/H\ll(/\)Bl2()\Im2><m2 — By) ™', (F.8)
which gives (F.4) upon substituting (F.3). O

Now, recall the matrix-functions

Qi +(N)=C7 (T — M + Ty [M Too) ' To)
Qi—(\) = C{ (Thm + Ty M — Ti] ' Tp)
Q_(N=C' (T- =M+ T oM —Ty| ' Tp),
Q_+(\)=CTH (T_y + To M — Too] " Toy)

from Chapter 5.

Corollary F.3. For m € {+,—} the top-left quadrant of size m; X my = |Sp|p X |Snlp
Of eBTIL"Lt;

Oof)\t {|:Tmm®I+Cm®S Tm0®I
€ exXp

[I|Sm\px\sm|p 0|sm\px\50lp] / T, &I Ty ® I ] t} dt (F.9)

t=0
y { L, px[Sulp }
0150px|Smlp

18 given by
/ eQmmNT @ ST o (Cr @ I). (F.10)
=0

For m € {+, =} the top-right quadrant of size my X my = |S,|p % |Solp of eBrm?,

< TmI+C,, 28 ThoI
[LiS0ulpx[Smlp 0|Smpxso|p]/ e ’\texp{[ 0 }t} dt

=0 Ton, @ I Too® I
(F.11)
X |: O|Sm‘1’><‘5m|l) :| ,
I|30|px|30\p
1S given by
/ eQmmNT @ ST Ay ((C oM — Tyo) ™) @ I). (F.12)
x=0
Also,
LS mlpx|Smlp 018 mlpx|Solp) / . e Nelrmt At By, (F.13)
t=
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N / H™(\2) @ > Ddz ([Iis,pp Ojs,ipxisols]) (F.14)
x=0

form,n € {+,—}, m #n.

Proof. From Lemma F.1 the top-left quadrant of size m; x m; = |Su|p X |Sp|p of the
integral with respect to ¢ on the left-hand side of (F.10) is

e

/oo (Tmm®1+cm®S—AI+(TmO®I)(AI—TOO®I)71(T0m®1))t dt. (F15)
t=0

By Lemma A.2, (F.15) is equal to
/OO ec;} (Torm = A +To0 (AT ~T00) ™1 Tom )z & 57 dz(C,p @ I)fl
=0

_ / QN2 @ 5 4p(C @ T)7, (F.16)

=0

from the definition of @, (). This proves (F.10).
Now, from Lemma F.1 the top-right quadrant of size m; X mg = |S,,|p X |So|p of the
integral with respect to ¢ on the left-hand side of (F.12) is

/OO e(Tm'm®I+C7n®S—AI+(TmO®1)(A1_TOO®I)71(T0m®1)>t(Tm0 ® I)()\I _ TOO ® I)*l
t=0

X (T ® I)dt. (F.17)

By Lemma A.2, (F.17) is equal to

/ QN7 @ o5 43 (Chy @ T) ™ (Tino @ TN — T @ I) ™ (T @ I). (F.18)

=0

Now,

()\I o T()O ® I)—l — / 6—()\I—TOO®I)U dU,

=0

0o
_ / efAue(Too®I)u du
u=0

o
= / e et @ T du,
U

=0

by (??). Using this and the Mixed Product Rule we can write

(Cr @ I) (T @ I)(M — Ty @ I) (T, @ I)

(e o]

=(C'D)(T®I) / e et & T du(Th,, @ I)

u=0
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= (C,,' Tyo(M — Toou) ' Tpyn) @ I). (F.19)

Substituting (F.19) into (F.18) completes the proof of (F.12).
Now, using (F.10) and (F.12) we can write

o0
—At _Bomt
L8, 1px1Smlp OlSmlpx[Solp) / e e dt By,
t=0

e—AteBmmt dt |: Tmn & D 0 :|

= [LisnlpxiSmlp 08 mlpx|Solp) / Trn®D 0

t=0

— / eQmm()\)Q? ® eSZ' dl'(Cn_‘Ll (Tmn + TmO(AI — TOO)_ITOH) [IISn\XISnl O‘Sn|><|80|i| ® D)
=0

- /0 eV @ 5 dz ((Quma(N) [Tis,) Ojs,ixisl]) ® D)

:/ (Hmn(/\a-’ﬂ) [I|5n| 0|sn\x|so|]) ®esdex,

=0

= / H™(\z)® e5*D dz, [IISm\pX\SnIp OISn\pX\Solp] , (F.20)
=0

for m,n € {4+,—}, m # n which is (F.14), where the last line holds from the Mixed
Product Rule. O
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