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Abstract— The Radial Point Interpolation Time-Domain
(RPITD) method is a flavor of meshless domain discretization
methods applicable to computational electromagnetics. Meshless
methods do not require an explicit mesh topology, but rather rely
on a representation of a physical model as a node distribution.
This is firstly advantageous for modeling of conformal boundaries
and multi-scale geometries. But as the most attractive feature,
the node arrangements can be adapted on-the-fly. The RPITD
method is based on interpolation of the field distribution using
radial and monomial basis functions. This paper introduces a
technique to model arbitrarily shaped dielectric interfaces in the
framework of meshless methods. Using the proposed technique,
errors associated to the interpolation of non-smooth fields at
material interfaces are reduced, as demonstrated for 2D-TE
modes. This allows for accurate modeling of interfaces with
dielectric contrast. Unlike previous publications which modify
the basis functions at interfaces, a physically motivated correction
term is introduced here. Errors in the vicinity of material inter-
faces decrease significantly and simulation accuracy is generally
improved.

Index Terms— Meshless Methods, Time-Domain analysis, Ra-
dial Point Interpolation.

I. INTRODUCTION

Meshless methods for computational electromagnetics
(CEM) offer promising prospects over classical methods for
numerous applications[1]. Replacing the explicit mesh topol-
ogy by an arbitrarily shaped node distribution opens new
perspectives for conformal and multi-scale modeling of elec-
tromagnetic problems. Further, adaptation of the node config-
uration during simulation appears attractive for enhancing the
accuracy and for optimization purposes.

In the field of CEM in time-domain, the well-known Smooth
Particle Hydrodynamics (SPH) method for fluid dynamics has
been adapted to solve Maxwell’s equations [2]. The SPH
algorithm, nevertheless, requires the application of sophis-
ticated consistency-restoring techniques to achieve sufficient
accuracy. Furthermore each node requires a preliminary deter-
mined associated volume in the SPH algorithm. The Radial
Point Interpolation Method (RPIM) has been introduced as
a meshless method in [3] for mechanical analysis. The core
algorithm is an interpolation of the field components using
radial and monomial basis functions. An adaptation to CEM
in time-domain has been introduced by the authors in [4] as
Radial Point Interpolation Time-Domain (RPITD) method.

rmax

rmin

Fig. 1. Support domain with size rmax and minimum distance rmin.

The present publication proposes a method for modeling
arbitrarily-shaped dielectric interfaces exploiting the unique
abilities of meshless algorithms. The discussion is limited here
to the lossless 2D-TE case. In the proposed implementation,
the node distribution has to be adapted to conform the material
interface. Due to the non-continuous property of the electric
field at the the material interface, continuous basis functions
are not able of accurately interpolating functions with discon-
tinuous first spatial derivatives. This leads to a degradation
of the interpolation accuracy expressed by unphysical spatial
oscillations in this region. In [5], [6], adaptations of the basis
functions were introduced to model discontinuous behavior.
In contrast, a physically motivated correction term based on
geometrical information is introduced in this article to improve
the accuracy of full-wave behavior at the dielectric contrast.

II. RPITD METHOD

The RPITD method is a node-based domain discretization
simulation technique. It assumes that the field in every node
is only influenced by a finite number of nodes in its vicinity.
This volume of influence is called support domain (s. Fig. 1).
A local interpolation is performed to approximate the value
of the fields and their derivatives in the considered node.
The interpolated values are used to solve Maxwell’s equations
in time-domain. The convergence rate for a regular grid
distribution is identical to the FDTD method. For unstructured
grids it remains to be determined. This paper uses a 2D
implementation of a transverse electric (TE) mode. Starting
from a given set of nodes where the electric field is evaluated
(E-nodes), a Voronoi tessellation [7] is applied to generate
a dual grid for the H-nodes. A detailed derivation of the
interpolation and update equations is given in [3], [4], and
therefore only a short summary of the method is given here.

A. Interpolation

The local interpolation of the field component u(x) makes
use of radial and monomial basis functions and takes the
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following form:

u(x) ≈ 〈u(x)〉 =
N∑
n=1

rn(x)an +
M∑
m=1

pm(x)bm

=rT (x)a + pT (x)b

(1)

where a and b are interpolation parameters and rT (x), pT (x)
are the basis functions evaluated at position x = (x− xc, y−
yc)T relative to the node to be interpolated. The size of the
basis functions is determined by the number of nodes in the
support domain N and the order of the monomial basis M .
The chosen basis functions are of Gaussian (radial) and linear
(monomial) type:

r(x) = exp

[
−c
(
|x|
rmax

)2
]

, pT (x) = [1, x, y]. (2)

The shape parameter c controls the width of the basis function.
The interpolation operation is done in a preprocessing step and
consists in assembling a matrix of basis functions evaluated at
the nodes in the support domain. The interpolation parameters
a,b are then calculated by inversion of this matrix. The size
of the matrix and the shape parameter c highly influence both
the matrix condition and the accuracy of the interpolation. The
interpolation of the spatial derivatives of the field components
can be subsequently approximated by using the basis functions
and its derivatives:

〈u(x)〉 = rT (x)a + pT (x)b = Ψ(x)ue, and (3)
〈∂κu(x)〉 = ∂κrT (x)a + ∂κpT (x)b = ∂κΨ(x)ue (4)

with ∂κ the spatial derivative in κ = x, y-direction. This
interpolation method amounts to a weighting of the field
values at the surrounding nodes ue by the shape function
Ψ(x). The derivative ∂κΨ(x) is then used to interpolate
spatial derivatives. Ψ(x) and ∂κΨ(x) are vector functions of
length N . All operations and matrices are locally defined and
(depending on the size of the support domain) have a typical
size of (10× 10) elements in 2D computations.

B. 2D-TE Implementation

The present implementation is restricted for simplicity to a
2D-TE mode with the magnetic fields Hx, Hy in the propaga-
tion plane and a perpendicular electric field Ez . The starting
point is given by the Maxwell equations in time-domain where
the electric field is expressed using the electric displacement
field, which is best suited do describe the behavior in materials.
In this formulation, Faraday’s Law contains a term ∇× D

ε for
linear materials. At the interface, the permittivity ε = ε(x) is
a space-dependent value which has to be taken into consider-
ation when calculating spatial derivatives. As an example, the
first vector component is expressed as:

µ∂tHx = −∂y
Dz

ε
=

− ∂yDz

ε
−Dz∂yε

−1 = −∂yEz + Ez
∂yε

ε
(5)

The spatial derivatives of the field are approximated by the
interpolation functions ∂x,yΨ(x) and the temporal derivation

is solved with an iteration in time using a leapfrog time-
stepping. At the interface, the spatial derivative of ε takes the
form of a Dirac-type function. A discrete estimation of this
derivative is implemented as a correction term C. This yields
the following update equations:
H-node i:

H
n+ 1

2
x,i = H

n− 1
2

x,i −
∆t
µ0

∑
k

Enz,jk [∂yΨk + ny,k ·Ψk · Ck]

(6a)

H
n+ 1

2
y,i = H

n− 1
2

y,i +
∆t
µ0

∑
k

Enz,jk [∂xΨk + nx,k ·Ψk · Ck]

(6b)

E-node j:

En+1
z,j = Enz,j +

∆t
ε0εr,j

[∑
k

H
n+ 1

2
y,ik

∂xΨk −
∑
k

H
n+ 1

2
x,ik

∂yΨk

]
.

(6c)

The summation is calculated over all nodes ik, jk within the
respective support domain. The correction term C in (6a), (6b)
will be introduced in the subsequent section. It is interpolated
at the H-node position using the shape function Ψk and
projected on the normal vector n = (nx, ny)T of the dielectric
interfaces. The CFL limit is adapted to the conformal node
distribution as ∆t ≤ mini(rmin,i

√
µ0εi) and leads to stable

simulations.

III. DIELECTRIC MATERIAL INTERFACES

This section details the technique for modeling dielectric
interfaces in the RPITD method. In the first part, a concept
to conformal modeling of the interface is proposed. Then a
correction factor that reduces interpolation errors is introduced
using the spatial derivative of the D field. For simplicity, the
discussion is limited to lossless and frequency independent
materials are assumed. The treatment of dispersive media
would involve convolution operations in the 2D-TE mode
implementation which are left out at this point.

A. Node Placement
The continuity conditions at the interface between two non-

magnetic dielectric materials with permittivities ε1 and ε2 read

E1‖ = E2‖, B1⊥ = B2⊥. (7)

They are weakly enforced by the explicit assignment of nodes
at the material interface (Fig. 2) in the case of a 2D-TE mode
implementation. Since both the electric and magnetic field in
this arrangement are parallel to the direction of their continuity
no further steps have to be taken to enforce the continuity
conditions. The material properties are modeled as a step
function with value ε1 on one side, ε2 on the other side and
εmean = ε1+ε2

2 at the boundary interface. The introduction
of this condition is required since the conformal nature of
the RPITD method allows the placement of nodes exactly on
the interface. This approach leads to a very accurate spatial
modeling of the interface. In contrast, the node-based standard
FDTD algorithm generally does not allow nodes to be placed
at the boundary interface with arbitrary non-rectangular shape.
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Fig. 2. Node arrangement at material interfaces. The interface is
geometrically defined by its normal vector n = (nx, ny)T pointing
towards the material with a lower permittivity. The material properties
at the interface are εmean = ε1+ε2

2
.

B. Discontinuity at the Interface
At the boundary interface, the electric field is non-zero order

discontinuous, i.e. the first spatial derivative is non-continuous.
This affects the approximation of the spatial derivative (4).
As continuous basis functions only accurately interpolate
continuous fields, oscillations of the approximated field can
be observed in the vicinity of the discontinuity. This effect
is called the Gibbs phenomenon [8]. Literature suggests local
adaptations of the basis functions, e.g. by introducing jump
functions [5] or by stretching of the radial basis functions
[6]. The disadvantage of these approaches are firstly, that
the interpolation functions become highly dependent on the
geometry, and secondly that material properties have to be
incorporated in an otherwise purely mathematical operation.

To circumvent these problems, the spatial derivative of the
D field on the interface is estimated and included into the
update equations. Close to the interface, the parallel D field
takes the shape of a step as (ε1 + s(x)(ε2 − ε1)). Thus, the
spatial derivative in (5) takes the form of a delta-type function
with magnitude ∆ε = |ε1 − ε2|. This leads to the proposed
estimation of the correction factor applied in (6):

Ck =
ε(x)′estimate
εmean

= α · rmean
∆εβ

εmean
(8)

with εmean the permittivity on the interface. The factor rmean
is the mean distance to all nodes in the support domain. It
introduces a scaling that makes the correction factor inde-
pendent of discretization. The empirical parameters α and
β need to be numerically determined by error minimization.
It has been numerically confirmed that the behavior of the
correction term is independent of the shape parameter c as well
as the support domain size rmax. This correction factor only
applies to nodes with support domain extending over a material
interface where Ck takes a non-zero value. The proposed
correction term has the advantage of keeping the interpolation
operation independent of material properties, while increasing
accuracy by a physical approach. This concept is independent
of geometry and can be extended to 3D models, which would
be more complex to achieve by adapting basis functions.

IV. NUMERICAL EXPERIMENTS

The numerical experiments presented in the following aims
at validating the concept. They investigate the accuracy of
the transmission of a plane wave between two materials. First
the improvement arising from the correction factor Ck for the
modeling of the transmission at normal incidence for different
contrasts of permittivities has been quantified. Second, angular
incidence is looked at by comparing a regular grid with
conformal node distributions. Finally a convergence study is

Fig. 3. Simulation model: Incident wave impinges at interface tilted
with angle γ. Dielectric properties on the left hand side are µ0, ε1
and µ0, ε2 in the medium on the right hand side. The interface is
modeled in two different manners: i) with a conformal boundary or
ii) with a regular grid allowing staircasing effects.

performed to confirm that the error vanishes for increasingly
fine spatial discretizations.

All models use harmonic plane waves in a model depicted in
Fig. 3. As measure of the accuracy of the interface modeling,
the transmission coefficient is recorded and compared with the
theoretical expected value:

T⊥,th =
2
√
ε1 cosφi√

ε1 cosφi +
√
ε2 cosφt

with
sinφi
sinφt

=
√
ε2
ε1
. (9)

The absolute error is calculated as the maximum error at
several sensor positions as follows:

ErrordB = 20 log(|Tnum − Tth|). (10)

For all models, the support domain was set to incorporate
Nmin ≥ 8 nodes and the normalized parameter that controls
the shape of the radial basis function (2) was set to c = 2.
The optimal parameters in the correction term (8) were found
to be α = 47.4, β = 0.21.

A. Normal Incidence
The first numerical analysis is conducted by assessing the

numerical error at normal incidence. Contrasts in the range of
εr = [1.1, 70] have been evaluated and the maximum error
is depicted at Fig. 4. It can be clearly seen that, especially
for higher dielectric contrasts, the correction term significantly
increases the simulation accuracy. A decrease in the error of
20dB has been recorded for a high contrast of 1 : 70.

B. Angular Incidence
In order to determine the influence of conformal modeling

of the interface, off-normal incidence has been simulated
according to Fig. 3 with various angles γ = [0◦, 7.5◦].
Since the transmitted wave is propagating in a off-normal
direction, the right hand side of the model has been rotated
in the direction of the transmitted wave to ensure correct
boundary conditions. The conformal material interfaces (i))
have been compared to a regular grid (ii)). The results of
the simulation for a contrast of 10 : 1 at a discretization of
∆x = λ/24 are shown in Fig. 5. As expected the largest error
is recorded for a regular grid as staircasing effects degrade
the performance. For conformal interfaces, again a significant
improvement can be noticed when correction (8) is applied,
in comparison with the uncorrected case. The discretization
in this numerical experiment is coarser than in the previous

247

Authorized licensed use limited to: University of Adelaide Library. Downloaded on December 2, 2009 at 00:43 from IEEE Xplore.  Restrictions apply. 



Fig. 4. Error of the transmitted wave amplitude for different
contrasts. Comparison between corrected and uncorrected (Ck = 0)
approach. Discretization is ∆x = λ/30 at a permittivity of εr = 100.

Angle of incidence [deg]

E
rr

o
r 

[d
B

]

0 2 4 6 8
-60

-50

-40

-30

-20
rectangular grid

uncorrected

corrected

Fig. 5. Error of the transmitted wave amplitude for different angles
of incidence, compared with the theoretical value at a contrast of
permittivities of 10 : 1 with a discretization of ∆x = λ/24 at εr =
10.

results, thus generally the accuracy is degraded compared to
that of Fig. 4. Results show that the correction factor also
holds for larger angles of incidence. At a contrast of 1:10 and
an angle of γ = 30◦, the numerical error is −34 dB for a
staggered grid and −39 dB (no correction term) and −42 dB
(correction (8) active) for the conformal grid alignment as
determined from preliminary numerical experiments.

C. Convergence

A convergence study has been performed for a contrast in
permittivity of 50 : 1 at normal incidence. The resolution was
increased, starting from a discretization of λ/21 to a very
fine node arrangement with a spacing of λ/84. The numerical
experiment has been performed for both the uncorrected and
corrected interpolation of the electric field. The results in
Fig. 6 show a clear decrease of the error for finer discretiza-
tions in both cases, i.e. the error converges towards zero.
Additionally it should be expected that, for node distances
converging towards zero, both approaches go towards the same
solution. This is granted in (8) by the spatial factor rmean in
the correction term Ck which therefore decreases with finer
discretization.

Discretization [1/ λ]
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Fig. 6. Convergence study. Clear convergence of the error of
the transmission coefficient for both, the corrected and uncorrected
approach.

V. CONCLUSION

A method for modeling material interfaces for the RPITD
method has been introduced. At the interface the approach
makes use of the capabilities of conformal node placement of
the RPITD method. The interface is modeled by placing nodes
on the boundary between two media. Applying the permittivity
as a step function determines the value at the interface. Dis-
continuities of the spatial derivatives of material properties are
taken into account through a correction term. This renders the
mathematical interpolation operation independent of physical
material properties while reducing unphysical field oscillations
from the Gibbs phenomenon near interfaces.

Numerical experiments were performed to validate the
technique and a significant increase in accuracy has been
demonstrated using the proposed correction term. This concept
is applicable also to other flavors of meshless domain dis-
cretization methods. In contrast to other approaches adapting
the basis functions of the interpolation operation, here an
extension to a 2D-TM mode or to full-wave analysis in 3D
should be straightforward.
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